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Abstract—We propose a framework for designing adaptive choice-based conjoint questionnaires that are robust to response error. It is developed based on a combination of experimental design and statistical learning theory principles. We implement and test a specific case of this framework using Regularization Networks. We also formalize within this framework the polyhedral methods recently proposed in marketing. We use simulations, as well as an online market research experiment with 500 participants, to compare the proposed method to benchmark methods. Both experiments show that the proposed adaptive questionnaires outperform the existing ones in most cases. This work also indicates the potential of using machine-learning methods in marketing.
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1 INTRODUCTION

A central problem in marketing is the understanding of consumers’ preferences. Various methods have been developed for this purpose with conjoint analysis [9], [8], [18], [19], [47] being among the most widely used ones. The approach is based on asking respondents questions about their preferences among products (for example, “do you prefer product A or product B?”) and estimating their preferences for the features (attributes) of the products based on their responses. A key issue in conjoint analysis is the design of the questionnaires. The traditional approach has been to use nonadaptive questionnaires: The questions are determined in advance and are not influenced by the respondents’ answers. With the advent of online marketing research, researchers and practitioners have become increasingly interested in adaptive questionnaires [21]: Each question for every individual is designed in real time based on his or her responses to earlier questions. Despite their attractiveness, adaptive questionnaires can be subject to endogeneity (as will be illustrated in Section 3.5): Questions are influenced by the response errors to earlier answers [22]. As a result, although recently proposed adaptive methods tend to outperform nonadaptive benchmarks when response error is low, they typically do not perform as well when response error is high [43], [44] (as is often the case in online environments). This suggests the need for questionnaires that retain the benefits of adaptive interviews while being robust to response error.

In this paper, we propose a framework for constructing such questionnaires. It combines some fundamental principles used in experimental design [10], [17], [25], [32], [40] and in the recent marketing work by Toubia et al. [43], [44], with statistical learning theory [45]. Robustness to response errors is achieved by using complexity control, widely used in machine learning such as in Support Vector Machines (SVM) and Regularization Networks (RN) [41], [45]. We develop and test a specific case within the proposed framework using RN. We also show how the recently proposed polyhedral estimation (Poly est) method by Toubia et al. [44] may be viewed as a special case of our framework, albeit with an arbitrarily small weight on complexity control leading to greater sensitivity to response error. We use simulations as well as a field experiment to compare our method to the polyhedral method (Poly-Q) by Toubia et al. [44] and to the widely used nonadaptive questionnaire design methods. Both experiments show that the proposed approach performs best in most cases.

The paper is organized as follows: We start in Section 2 with a brief overview of previous related work. We present the proposed framework in Section 3, where we also discuss the relation with previous methods. We then compare the performance of the proposed method to benchmark questionnaires using simulations (Section 4) and an online experiment (Section 5) and conclude in Section 6.

2 PROBLEM DEFINITION AND RELATED WORK

2.1 Notations and Definitions

As we use terminology that is standard in marketing but not in machine learning, to facilitate exposition, we summarize in Table 1 the definitions of some terms. The underlying model in conjoint analysis is that the utility that a consumer derives from a product (also called a profile) is a function of the attributes of this product (for example, size, weight, battery life, and so forth). Each attribute may take different levels, which can be continuous (for example, size
TABLE 1
Terms Used throughout the Paper

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
<td>A product characteristic (or feature) (e.g., size, price, etc.)</td>
</tr>
<tr>
<td>Level</td>
<td>Each attribute can take various values, each of them called a level.</td>
</tr>
<tr>
<td>Profile</td>
<td>A description of a product (e.g., a camera) represented by a set of attribute levels. Noted by vector $x$.</td>
</tr>
<tr>
<td>Utility function</td>
<td>A function $U$ such that $U(x)$ is the utility of the respondent for product $x$. Assuming $U$ is linear, this is $U(x) = x \cdot w$.</td>
</tr>
<tr>
<td>Partworths</td>
<td>The components of the vector $w$ (the partworths vector). For discrete attributes, each component of $w$ represents the value to the consumer of the corresponding attribute level. For continuous attributes, the coefficient represents the value per unit of the corresponding attribute.</td>
</tr>
<tr>
<td>Design</td>
<td>The overall questionnaire given to a respondent.</td>
</tr>
<tr>
<td>Orthogonal and balanced design</td>
<td>A particular, non-adaptive, type of questionnaires widely used in practice.</td>
</tr>
<tr>
<td>Heterogeneity</td>
<td>The level of dissimilarity among respondents’ partworths.</td>
</tr>
<tr>
<td>Response error</td>
<td>A response error occurs when a respondent does not choose the profile with the highest “true” utility in the choice set. In the case of logistic choice probabilities, response error is influenced by the magnitude of the partworths (the larger the partworths in absolute value, the lower the probability of a response error).</td>
</tr>
</tbody>
</table>

In inches) or discrete (for example, “small” or “large”). We represent a product (profile) by a row vector $x$ that has one entry per continuous attribute and $k$ binary entries for each discrete attribute with $k$ levels (the number of levels may vary across attributes), where all $k$ entries are 0 except for the one corresponding to the level present in the profile (such representation is called “binary coding” [26]). Our method is developed for continuous attributes, and we use an existing transformation to adapt it to discrete attributes.

The utility derived by a consumer from a product (such representation is called “binary coding” [26]). Our method is developed for continuous attributes, and we use an existing transformation to adapt it to discrete attributes.

In order to estimate the partworths vectors $w$s of a set of consumers, a series of questions is asked to each consumer. Different formats of questions have been developed. We focus on the popular format of “Choice-Based Conjoint (CBC) Analysis” [4], [7], [23], [24], [44], in which each consumer is asked a series of questions to each consumer. A typical assumption is that

$$U_i(x) = \sum_{k=1}^{n} x_{ik} w_k,$$

where $n$ is the total number of choice questions, and $q_{ij} = x_{ij} - \sum_{k=1}^{n} x_{ik} P_{ik}$. $\Omega$ is also the Hessian of the loss function corresponding to maximum likelihood estimation [30], formulated as (recall that we assume without loss of generality that $x_{ij}$ is always selected)

$$w = \arg\min_n \sum_{i=1}^{n} -\log(P_{ij}).$$

An efficient nonadaptive CBC design is defined as one that minimizes a norm of the asymptotic covariance matrix $\Omega^{-1}$. Different norms lead to different definitions of efficiency. The most widely used norm is the determinant, giving rise to so-called $D_0$-efficient designs [4], [23], [25], [26]. $D_0$-efficiency minimizes the volume of the confidence ellipsoid around the maximum likelihood estimate $w$. [20] defined by $\{w : (w - \bar{w})^T \Omega^{-1} (w - \bar{w}) \leq 1\}$.

Note that the covariance matrix $\Omega^{-1}$ is a function of the true (unknown) $w$ through the probabilities $P_{ij}$. Until recently, researchers systematically made the simplifying assumption that $w = 0$ (and, hence, that all $P_{ij}$ are equal), leading to a set of approximate efficiency measures, including $D_0$-efficiency which approximates $D$-efficiency. $D_0$-efficiency is maximized by orthogonal and balanced designs [1], extensively studied and used in practice. These designs are such that the confidence ellipsoid around the estimated $\bar{w}$—calculated under the assumption that $w = 0$—is spherical (that is, the covariance matrix is proportional to the identity matrix). Such designs are available only for specific combinations of the numbers of questions, profiles per question, attributes, and levels per attribute. Bunch et al. [7] (see also [23]) provide a method for constructing such designs when they exist. Algorithms have been developed

$$z_i = x_{i1} - x_{i2}.$$ Alternative formats of conjoint questions include rating [47] or ranking [39] sets of profiles and numerically comparing sets of pairs of profiles [36], [37], [43].

The accuracy of the estimated $w$s is driven by two critical aspects: 1) the method used to construct the questionnaires and 2) the method used to estimate the respondents’ partworths based on their responses to the questionnaires. In this paper, we focus on the first aspect.

2.2 Previous Work on Choice-Based Conjoint (CBC) Questionnaire Design

2.2.1 Nonadaptive CBC Designs

The literature on nonadaptive CBC questionnaire design builds primarily on the field of experimental design [10], [17], [25], [32], [40]. The approach can be summarized as minimizing a norm of the asymptotic covariance matrix of the parameter estimates $\hat{w}$. If one makes the standard response error assumption that the probability that a consumer with partworth vector $w$ will choose profile $x_{ij}$ over $x_{ik}$ is $P_{ij} = \frac{\exp(\sum_{k=1}^{n} x_{ik} w_k)}{\sum_{k=1}^{n} \exp(\sum_{k=1}^{n} x_{ik} w_k)}$, then in [28], McFadden showed that the maximum likelihood estimate of $w$ is asymptotically normal with mean equal to its true value and covariance matrix equal to the inverse of the information matrix $\Omega$ given by

$$\Omega = \left( \sum_{i=1}^{n} \sum_{j=1}^{2} P_{ij} q_{ij}^T q_{ij} \right),$$

where $n$ is the total number of choice questions, and $q_{ij} = x_{ij} - \sum_{k=1}^{n} x_{ik} P_{ik}$. $\Omega$ is also the Hessian of the loss function corresponding to maximum likelihood estimation [30], formulated as (recall that we assume without loss of generality that $x_{ij}$ is always selected)

$$w = \arg\min_n \sum_{i=1}^{n} -\log(P_{ij}).$$

An efficient nonadaptive CBC design is defined as one that minimizes a norm of the asymptotic covariance matrix $\Omega^{-1}$. Different norms lead to different definitions of efficiency. The most widely used norm is the determinant, giving rise to so-called $D_0$-efficient designs [4], [23], [25], [26]. $D_0$-efficiency minimizes the volume of the confidence ellipsoid around the maximum likelihood estimate $\hat{w}$ [20] defined by $\{w : (w - \bar{w})^T \Omega^{-1} (w - \bar{w}) \leq 1\}$.

Note that the covariance matrix $\Omega^{-1}$ is a function of the true (unknown) $w$ through the probabilities $P_{ij}$. Until recently, researchers systematically made the simplifying assumption that $w = 0$ (and, hence, that all $P_{ij}$ are equal), leading to a set of approximate efficiency measures, including $D_0$-efficiency which approximates $D$-efficiency. $D_0$-efficiency is maximized by orthogonal and balanced designs [1], extensively studied and used in practice. These designs are such that the confidence ellipsoid around the estimated $\bar{w}$—calculated under the assumption that $w = 0$—is spherical (that is, the covariance matrix is proportional to the identity matrix). Such designs are available only for specific combinations of the numbers of questions, profiles per question, attributes, and levels per attribute. Bunch et al. [7] (see also [23]) provide a method for constructing such designs when they exist. Algorithms have been developed
to (approximately) maximize $D_0$-efficiency when orthogonal and balanced designs do not exist [12], [25], [26], [29].

Conjoint methods that relax the assumption that $w = 0$ have been recently proposed. In particular, [4], [23], [24], and [35] consider a nonzero prior on $w$, obtained in practice from a set of pretest respondents (in which case, the designs are adapted between respondents) or from the managers' beliefs. This prior may be captured by a point estimate or a probability density function over a set of vectors. Maximizing $D$-efficiency over the prior on $w$ leads to so-called aggregate customization designs. The main characteristic of aggregate customization designs is utility balance: The profiles in each choice set are close in utility—utility being calculated according to the prior on $w$—making the choices “a priori” hard (that is, the probabilities $P_i$ s are closer to one another). Intuitively, utility balance increases the information provided by each question. Utility balance has been shown to increase efficiency empirically [4], [23], [24], [25] and theoretically [22].

2.2.2 Previous Work on Adaptive CBC Designs

The only published method for adaptively designing CBC questionnaires is Poly-Q in [44]. Note that adaptive conjoint analysis has been made possible only recently, with the development of online marketing research. The main idea behind Poly-Q is that the answer to each choice question may be interpreted as a set of inequality constraints on $w$ (the constraints reflect the fact that the selected profile has the highest utility in the set). The set of $w$s that satisfy all the constraints implied by the first $n$ choice questions is a polyhedron defined by

$$\Phi_n = \{ w \geq 0; \ 1 \cdot w = 100; \ \forall i = 1 \cdots n, z_i \cdot w \geq 0 \},$$

where $1$ is a vector of $1$s, $1 \cdot w = 100$ is a scaling constraint, and $z_i = x_{i1} - x_{i2}$. If $\Phi_n$ is nonempty, then $w$ is estimated by the analytic center [38] of $\Phi_n$, $w_n$. We describe the general case (in which $\Phi_n$ may be empty) in Section 3.5. The question selection method proposed by Toubia et al. [44] is such that this polyhedron never becomes empty.

Choosing the $(n + 1)$th question is equivalent to choosing the next constraint $z_{n+1}$ that will define the new polyhedron $\Phi_{n+1}$. The polyhedron $\Phi_{n+1}$ may be conceptually compared to the confidence ellipsoid around the estimates used in maximum likelihood estimation (2) (see above). Just like $D_0$-efficient designs minimize the confidence ellipsoid around the maximum likelihood estimate and make it spherical, Poly-Q attempts to minimize the volume of $\Phi_{n+1}$ and make it as spherical as possible. Moreover, to achieve this, Poly-Q also uses utility balance just like aggregate customization designs. In particular, Toubia et al. [44] choose the $(n + 1)$th question according to the following criteria:

1. Minimize maximum uncertainty. The new constraint $z_{n+1}$ should be perpendicular to the longest axis of the current polyhedron $\Phi_n$. This will make the next polyhedron $\Phi_{n+1}$ as spherical as possible (see [44, pp. 119-120], for details). The longest axis of $\Phi_n$ can be interpreted as the direction of greatest uncertainty regarding the location of $w$. It is computed using the eigenvector with the smallest positive eigenvalue of a matrix describing the polyhedron $\Phi_n$.

2. Utility balance. The new constraint $z_{n+1}$ should go through the analytic center ($w_n$) of the current polyhedron $\Phi_n$, that is, $z_{n+1} \cdot w_n = 0$. Toubia et al. [44, p. 119] argue that this minimizes the expected volume of the polyhedron $\Phi_{n+1}$.

These two criteria, motivated by the theory of nonadaptive experimental design discussed above, will also be used in our framework, which we describe next.

3 Adaptive Design of Robust Choice Questionnaires

3.1 Presentation of the Method

Our framework is motivated by the combination of the two experimental design criteria summarized above on one hand and statistical learning principles (which we now briefly review) on the other.

A standard approach to conjoint estimation is to maximize some measure of fit. However, this may lead to overfitting, and the estimates may be sensitive to response errors, especially if they are based on limited data (for example, few choices per respondent). Statistical learning theory [45], introduced to marketing in [16] and [14], has addressed this issue by introducing the fundamental notion that the estimates should reflect a trade-off between maximizing fit and minimizing the complexity of the estimated model. In particular, after $n$ questions, we estimate $w$ as the minimizer of a loss function of the following general form:

$$\min_w L_n(w) = \sum_{i=1}^{n} V(w, \{z_i\}) + \lambda J(w),$$

where $V(w, \{z_i\})$ (with $z_i = x_{i1} - x_{i2}$) measures the fit, and $J$ controls (penalizes) the complexity of the partworths. The parameter $\lambda$, called the regularization parameter, reflects the trade-off between fit and complexity (we set it to $\frac{1}{2}$—see below). This parameter may also be chosen using cross validation or a validation set [45]. Different specifications of $V$ and $J$ lead to different machine-learning methods. Our approach can be applied to any loss function (4) that is convex and twice differentiable with respect to $w$. We will adopt a specific formulation known as RN [41], [45], [15], which leads to closed form solutions that are fast to compute—see below. We note that a special case of (4) that is widely used in machine learning is SVM [13], [45]. Our framework does not apply to SVM because that loss function is not twice differentiable, which is a requirement as shown below.

Let us now combine the loss function (4) with the two design criteria outlined at the end of Section 2. Let us assume that $n \geq 1$ questions have been asked thus far.

1. For a polyhedron written in standard form as $\Phi = \{ w \geq 0; A w = b \}$, the analytic center is defined as $\arg\min_\{ w \geq 0 \} \sum_{i=1}^{n} - \ln(w_i)$ subject to $A w = b$, where $p$ is the number of positivity constraints—dimensionality of $w$ in this case.

2. Clearly, for $n = 0$, we have no data, hence, we cannot use our (or any adaptive) method. As in previous work (for example, [44]), we design the first question randomly.
and that the loss function \( L_n \) is minimized by our estimate \( \hat{w}_n \). Notice that the loss function only depends on the \( z_i = (x_{i1} - x_{i2})s \). Therefore, for products with real-valued attributes, we only need to determine \( z_{n+1} \) in order to generate the next question (and choose any two profiles such that \( z_{n+1} = (x_{n+1,1} - x_{n+1,2}) \)). In creating the next question, we adapt the two criteria outlined at the end of Section 2 as follows:

- **Minimize maximum uncertainty.** We choose a direction for \( z_{n+1} \) along which the current loss function \( L_n(w) \) is as flat as possible. The flatness of the loss function is by definition given by its second derivative matrix, the Hessian, and it may be interpreted as a measure of uncertainty in the partworth estimates. For example, in the case of maximum likelihood estimation (see Section 2), the Hessian of the loss function (2) is asymptotically equal to the inverse of the covariance matrix of the estimates [30]. The flattest direction can also be seen as a generalization of the longest axis of the polyhedron in the Poly-Q method in [44].

- **Utility balance.** We create a question involving a set of products that are “a priori” equally attractive. In the case of binary choices, this implies \( x_{n+1,1} \cdot \hat{w}_n = x_{n+1,2} \cdot \hat{w}_n \) or \( z_{n+1} \cdot \hat{w}_n = 0 \).

Let us now formalize these two criteria. The estimated utility vector is the only point \( \hat{w}_n \) that satisfies \( \nabla L_n(w) = 0 \), where \( \nabla \) is the gradient operator. The loss function \( L_n \) being strictly convex and twice differentiable, its “flatness” (or convexity) around that minimum is given by its second derivative matrix (Hessian) \( [\nabla^2 L_n]_{ij} := \frac{\partial^2 L_n}{\partial x_i \partial x_j} \). More precisely, the convexity along a direction \( z \) is given by \( z^T \nabla^2 L_n z \).

In order to find the direction of the smallest convexity (first criterion) orthogonal to \( \hat{w}_n \) (second criterion), we therefore solve the following optimization problem:

\[
\begin{align*}
\min_z & \quad z^T \nabla^2 L_n(\hat{w}_n) z \\
\text{Subject to} & \quad z\hat{w}_n = 0, \quad zz^T = 1,
\end{align*}
\]

where \( zz^T = 1 \) is a scaling constraint. After projecting the Hessian matrix onto the hyperplane orthogonal to \( \hat{w}_n \) by the equation \( B_n := (I_p - \frac{\hat{w}_n\hat{w}_n^T}{\hat{w}_n^T\hat{w}_n}) \nabla^2 L_n(\hat{w}_n) \), where \( p \) is the dimensionality of \( w \) and \( I_p \) is the \( p \times p \) identity matrix, this problem reduces to choosing \( z_{n+1} \) as the eigenvector of \( B_n \) with the smallest positive eigenvalue. Note that both \( z_{n+1} \) and \( -z_{n+1} \) minimize the loss function, that is, switching the labels of the profiles \( x_{n+1,1} \) and \( x_{n+1,2} \) is not consequential.

Thus stated, this strategy is very general and can be applied to any estimation procedure of the form (4) as long as \( V \) and \( J \) are such that the loss function is convex and twice differentiable. We adopt a specific formulation based on RN. RN estimation (RN est) solves the following minimization problem:

\[
\min_w \quad R_n(w) = \sum_{i=1}^n (1 - (x_{i1} - x_{i2}) \cdot w)^2 + \lambda \|w\|^2,
\]

where the constant of 1 in the square error plays a scaling role for \( w \). The estimate \( \hat{w}_n \) after \( n \) questions is

\[
\hat{w}_n = (Z_n^T Z_n + \lambda I_p)^{-1} Z_n^T 1_n, \text{ where } 1_n \text{ is a vector of 1s and } Z_n \text{ is the design matrix after } n \text{ questions (the } i\text{th row of } Z_n \text{ is } (x_{i1} - x_{i2}) \text{). The next question is designed using the eigenvector with the smallest positive eigenvalue of}
\]

\[
(I_p - \frac{\hat{w}_n\hat{w}_n^T}{\hat{w}_n^T\hat{w}_n}) (Z_n^T Z_n + \lambda I_p).
\]

Indeed, simple linear algebra shows that \( R_n \) and its derivatives can be written in matrix form as follows:

\[
\nabla R_n(w) = 2(Z_n^T Z_n + \lambda I_p) w - 2Z_n^T 1_n \quad \text{and} \quad \nabla^2 R_n(w) = 2(Z_n^T Z_n + \lambda I_p).
\]

These lead to the expressions above.

In summary, for the RN loss function (6), the proposed conjoint analysis method consists of the following two steps at each iteration (question) \( n \): Step 1: Compute the estimate of the partworths \( \hat{w}_n = (Z_n^T Z_n + \lambda I_p)^{-1} Z_n^T 1_n \). Step 2: The next question (difference vector \( z_{n+1} \)) is defined by the eigenvector associated with the smallest positive eigenvalue of the matrix given by (7). Note that all of the expressions are in closed form and only require the inversion of a matrix of size equal to the number of partworths (dimensionality of \( w \)). Hence, this method is very fast computationally and can be used, for example, for real-time online market research. We label it RN-Q.

### 3.2 Practical Issues

#### 3.2.1 Choosing the Parameter \( \lambda \) in (4)

As discussed above (see also [45]), the “trade-off” parameter \( \lambda \) in (4) is often chosen in practice using a small validation set or using cross validation. Although this is a feasible \( ex \ post \) when estimating the partworths, this is not a feasible \( ex \ ante \) when designing questions. In this paper, we set \( \lambda \) to \( \frac{1}{n} \), where \( n \) is the number of questions. This formulation addresses the concern that \( \lambda \) should decrease as the amount of data increases [45]. Future work on how to better (possibly adaptively, using data across respondents) set parameter \( \lambda \) may further improve the performance of our method.

#### 3.2.2 Designing Questions with More Than Two Profiles

When more than two profiles per question are needed, we do as in Poly-Q [44]: We consider not only the smallest positive eigenvalue of the Hessian (7) but also the second smallest, third, and so forth and the corresponding eigenvectors. For example, to construct a choice set with four profiles as in the example, to construct a choice set with four profiles as in the

#### 3.2.3 Designing Profiles with Discrete Attributes

The approach outlined above generates a continuous difference vector \( z_{n+1} \). In many cases, attribute levels are discrete, and it is not possible to find two profiles such that \( z_{n+1} = (x_{n+1,1} - x_{n+1,2}) \). As this is not the focus of this paper, we address this issue by simply replicating the approach in [44]. Such replication also makes the empirical
comparisons with Poly-Q below fair. Other discrete transformations may be used, but this is beyond the scope of this paper.

The idea behind the method used in [44] is to construct two binary profiles \( x_{n+1,1} \) and \( x_{n+1,2} \) such that \( (x_{n+1,1} - x_{n+1,2}) \) is as close as possible to being proportional to \( z_{n+1} \) while preserving utility balance \((x_{n+1,1} - x_{n+1,2}) \cdot w_n \sim 0\). This is done in two steps: First, two vectors \( c_{n+1,1} \) and \( c_{n+1,2} \) are constructed such that \( c_{n+1,1} - c_{n+1,2} \) is proportional to \( z_{n+1} \). Second, two binary profile vectors \( x_{n+1,1} \) and \( x_{n+1,2} \) are created to be as close as possible to \( c_{n+1,1} \) and \( c_{n+1,2} \) while satisfying \((x_{n+1,1} - x_{n+1,2}) \cdot w_n \sim 0\).

For the first step [44], select \( c_{n+1,1} \) and \( c_{n+1,2} \) to be maximally different while being within the feasible polyhedron \( \Phi_n \) of (3). Ensuring that the points stay within the polyhedron is important in [44] because it implies that the polyhedron \( \Phi_n \) never becomes empty. Although this is irrelevant to our framework, in order not to confound the comparisons, we follow [44] and use \( c_{n+1,1} = w_n + \alpha z_{n+1} \) and \( c_{n+1,2} = w_n - \alpha z_{n+1} \), where \( \alpha \) and \( \beta \) are chosen as

\[
\alpha = \max(\alpha : \hat{w}_n + \alpha z_{n+1} \geq 0, z_i (\hat{w}_n + \alpha z_{n+1}) \geq 0, \forall i \leq n)
\]

(similarly for \( \beta \), where the \( z_i \) are the profile differences from the previous \( n \) questions. We exclude data points that are misclassified by our estimate, that is, for which \( z_i \cdot \hat{w}_n < 0 \).

The second step is achieved by solving two knapsack problems (for \( i = 1, 2 \)): maximize \( x_{n+1,i} = c_{n+1,i} \) subject to \( x_{n+1,i} \cdot w_n \leq M \), where \( M \) is a random budget constraint, and \( x_{n+1,i} \) is constrained to be a binary vector of the appropriate format. Intuitively, \( x_{n+1,1} \) and \( x_{n+1,2} \) are the binary vectors closest to \( c_{n+1,1} \) and \( c_{n+1,2} \) such that \( x_{n+1,1} \cdot w_n \sim M = x_{n+1,2} \cdot w_n \). If more than two profiles per question are needed, we obtain one pair of points \( c_{n+1,i} \) per eigenvector and, similarly, associate one profile \( x_{n+1,i} \) with each point, using the same \( w_n \) and \( M \) in all the Knapsack problems. In our experiments, in which the number of profiles per question was four, if all the resulting \( x_{n+1,i} \) were not distinct, we drew another \( M \) and repeated the procedure up to 10 times (for computational efficiency reasons). If the profiles were still not distinct after these 10 draws of \( M \), we simply used the nondistinct set of \( x_{n+1,i} \) as our question set. This is the procedure used in [44].

### 3.3 Relation with Nonadaptive Experimental Designs

As reviewed in Section 2, the large literature on experimental designs typically attempts to construct designs that minimize a norm of the asymptotic covariance matrix of the estimates \( (\Omega^{-1} \sim 1) \), which is equal to the inverse of the Hessian of the loss function (2) minimized by maximum likelihood estimation. Let us consider our first design criterion, “minimize maximum uncertainty.” It is implemented by selecting the direction of the next question \( z_{n+1} \) as the eigenvector associated with the smallest eigenvalue of the Hessian of the loss function (6). We can show that this maximally decreases with each question the largest eigenvalue of the inverse of this matrix. The largest eigenvalue of a matrix being a norm on the set of positive semidefinite matrices, our first criterion may also be interpreted as (greedily) leading toward the minimization of a norm of the inverse of the Hessian of the loss function. Indeed, the Hessian \( \nabla^2 R_m \) of (6) after the \((n+1)\)th question is simply \( \nabla^2 R_{m+1} = \nabla^2 R_m + z_{m+1} \cdot z_{m+1} \). If \( z_{m+1} \) is the eigenvector with the smallest positive eigenvalue of \( \nabla^2 R_m \), then any eigenvector of \( \nabla^2 R_m \) is also an eigenvector of \( \nabla^2 R_{m+1} \) with the same eigenvalue, except \( z_{m+1} \). The latter is also an eigenvector of \( \nabla^2 R_{m+1} \) but with eigenvalue equal to \( \lambda_n + \|z_{m+1}\|^2 = \lambda_n + 1 \), where \( \lambda_n \) is the eigenvalue of \( \nabla^2 R_m \) corresponding to \( z_{m+1} \). Hence, the smallest eigenvalue of \( \nabla^2 R_m \) (equal to the inverse of the largest eigenvalue of the inverse of the Hessian) is maximally increased by 1. When combining the first design criterion with the second criterion of utility balance, our method is equivalent to performing a change of (orthogonal) basis with \( \hat{w}_n \) as one of the new axes and applying the first criterion to the projection of the Hessian on the other axes. Note that another interpretation of utility balance is that we restrict the first criterion only to uncertainty regarding the direction of w (that is, the relative importance of the product attributes), not its norm. Reducing uncertainty along \( \hat{w}_n \) would only change the norm of our estimate, not its direction.

Let us now stress two key differences between our method and nonadaptive methods. First, the nonadaptive methods minimize the norm of the asymptotic covariance matrix exactly whereas we decrease a comparable matrix adaptively based on the additional information provided by the respondent’s previous choices. Second, more importantly, we use complexity control. Because maximum likelihood estimation does not control for complexity, the adaptive approach used in this paper does not appear promising for maximum likelihood estimation. The lack of complexity control would result in designs that are sensitive to response errors like those obtained from Poly-Q as we show below.

### 3.4 Relation with Active Learning

The problem of designing conjoint questionnaires is comparable to that of active learning [42], [11], [46], [34]. However, in active learning, the problem is typically stated as follows: Given a (usually small) set of (so-called) unlabeled data (for example, candidate questions to ask), select one for which to ask the label/output (for example, the dependent variable y in a regression problem). In our case, we are not given any set of unlabeled data, but, instead, we design the next data point/question.

The method we develop here is motivated by principles from the experimental design literature. Interestingly, these principles have been used in active learning as well: For example, utility balance has been used in [42], where the data point/question selected at every step is the one for which there is maximal uncertainty regarding the response. There are also active learning methods that attempt to minimize the variance of the estimates, where various measures of variance can be used [11], [34]. However, we do not know of any active learning method that uses the

3. This is a matter of definition. In the most general definition, active learning can include our problem as a special case [11], but that is not the typical definition.
Hessian of the regularized loss function (4)—which includes the complexity control \( ||w||^2 \)—while achieving utility balance. Our approach may be adopted to develop a novel active learning method, but we do not develop this avenue further and, instead, focus on the marketing problem at hand. We also note that an implicit goal of this work is to explore possible links between machine learning and marketing. Future work may explore this interaction further.

3.5 Relation with Polyhedral Adaptive CBC Methods

Our method and that in [44] use the same criteria: 1) minimize the maximum uncertainty on the partworths estimates and 2) utility balance. Formally, in both cases, the optimal direction is defined by the smallest positive eigenvector of a matrix describing the space of partworth solutions. However, there is a key difference: Although we use a regularized loss function (4), the method in [44] does not consider a proper trade-off between fit and complexity as we now show.

In its general form, Poly est consists of finding the analytic center of the polyhedron:

\[
\Phi_n = \{ w \geq 0, 1 \cdot w = 100, \forall i \in [1 \cdots n], z_i \cdot w \geq -\delta \}
\]

where 1 is a vector of 1s, 1 \( \cdot \) w = 100 is a scaling constraint, \( z_i = x_{i1} - x_{i2} \) (we again assume binary choices for ease of notation), and \( \delta \) is an estimate of noise obtained by solving

\[
\min_{w, \delta} \delta
\]

Subject to 
\( z_i \cdot w \geq -\delta \) for all \( i, 1 \cdot w = 100, w \geq 0, \delta \geq 0 \).

We formalize this two-stage estimation method within the statistical learning theory framework by writing it as the limit case when \( \lambda \to 0 \) of

\[
\min_{w, \delta} \frac{1}{\lambda} \sum_{i=1}^{n} \ln(z_i \cdot w + \delta) - \sum_{i=1}^{p} \ln(w_i)
\]

Subject to 
\( 1_p \cdot w = 100, w \geq 0, \delta \geq 0 \).

Hence, the Poly est method can be seen as a special case of the general regularized estimation method (4), where fit is measured by \( \delta \) and complexity by

\[
-\sum_{i=1}^{n} \ln(z_i \cdot w + \delta) - \sum_{i=1}^{p} \ln(w_i).
\]

(Note that this problem may not be solvable efficiently.) A positive value of \( \lambda \) would ensure a proper trade-off between fit and complexity. However, the estimation method in [44] corresponds to the case when \( \lambda \to 0 \). In this case, the optimal solution of (8) is equal to the optimal solution of the two-stage method in [44] outlined above. Hence, the relative weight on fit goes to \( +\infty \) in a Poly est. Therefore, a proper trade-off between fit and complexity control is not achieved. As a result, the polyhedron defining the feasible estimates and, hence, its longest axis and center are sensitive to the errors in the previous responses. Because this longest axis and center are used to implement the two criteria reviewed above, the adaptive designs of [44] are sensitive to response error. In particular, once a wrong answer is given, the analytic center of the polyhedron will never converge to the true partworths value since the latter will be left outside of all subsequent polyhedra (hence, analytic center estimation is inconsistent). In contrast, our method reduces the endogeneity issues inherent in adaptive designs [22] by introducing a more proper trade-off between fit and complexity.

We use simulations to illustrate this difference and study the evolution of estimation error as a function of the number of questions. The simulations are designed similarly to the ones we discuss in Section 4, which are in turn designed based on past studies—see Section 4. We randomly generated partworths for 500 respondents from a Gaussian with mean \((0.5\beta, \beta, 1.5\beta, 2\beta)\) and diagonal covariance matrix with all diagonal elements equal to \( \beta \). Because the method in [44] requires positive partworths, we used the absolute value of the partworths generated from the Gaussian. Using each method (Poly-Q and RN-Q), we simulated 16 questions per respondent, each between four profiles (with four continuous attributes each). We used the logistic model standard in choice modeling [3], [33] to simulate these problems: The probability of selecting product \( j \) in question \( i \) is

\[
P_{ij} = \frac{e^{x_{ij} \cdot w}}{\sum_{k=1}^{P} e^{x_{ik} \cdot w}}.
\]

With that assumption, the parameter \( \beta \) in the above Gaussian distribution is a "magnitude" parameter that controls the response error (noise). We chose \( \beta \) conservatively such that the probability that an individual makes an error (does not choose the product with the maximum "true" utility) is, on average, approximately the same as in the high-magnitude (low noise) case in the simulations reported in Section 4. This leads to \( \beta = 8 \). We measured the estimation error using the Root Mean Square Error (RMSE) of the estimated partworths from the true (generated) ones. Both estimated and true partworths were normalized before computing the RMSE such that their absolute values summed to 1.

Fig. 1 plots the average RMSE of the estimates as a function of the number of questions used for estimation. We observe that, although the accuracy of the RN-Q estimates continually improves after every question, the Poly-Q estimates stop improving after a few questions. As discussed above, once a wrong answer is given to a question, from that point on, Poly-Q will not converge to the true partworths vector as it will always try to find an estimate that is in agreement with the wrong answer given. In the theoretical scenario where response error is reduced to exactly 0 (not shown in the figure), this phenomenon is not observed, and Poly-Q also converges to the true partworths values.\(^4\)

\(^4\) In that case, one could also improve the performance of RN-Q by using a smaller value for \( \lambda \)—much like a larger value of \( \lambda \) may improve performance if the response error is higher—as known for RN estimation. However, as noted above, such adjustment of \( \lambda \) is not possible a priori when no prior data is available before the questionnaire. The selection of the parameter \( \lambda \) is a central and heavily researched problem in machine-learning methods like RN or SVM. Future research may further improve the performance of our method through a better selection of \( \lambda \).
We now empirically compare the performance of RN-Q to that of previously published adaptive and nonadaptive methods. We use simulations often used in past research (described in this section), as well as an online field experiment (reported in the next section). The design of both experiments follows the marketing tradition.

### 4.1 Simulation Design
We compare the performance of the following four types of questionnaire design methods (two adaptive and two nonadaptive):

- orthogonal and balanced designs (that is, $D_0$-efficient designs),
- aggregate customized designs [4], [23], [35] where aggregate customization was based on the true mean of the population distribution, and relabeling and swapping were used to improve utility balance (see [4] for details),
- adaptive designs obtained from Poly-Q, and
- adaptive designs obtained from RN-Q.

For each of these four questionnaires, we estimated the partworths using three different estimation methods:

- Poly est method in [44],
- RN est (see (6)), and
- Hierarchical Bayes (HB) estimation (HB est) [3], [33], [27], which is considered to be the state-of-the-art conjoint estimation method in marketing and widely used in practice. Unlike Poly est and RN est, HB simultaneously estimates the partworths for all respondents—hence, it is not an individual-level estimation method. Because it uses more information to estimate each individual partworths vector, we expect the HB est method to outperform the RN est and Poly est methods. Recall that the focus of this paper is not on estimation but on questionnaire design. Including HB in our simulations allows us to examine how the proposed questionnaire method performs when coupled with the state-of-the-art estimation method.

Each estimation method may be applied to each type of questionnaire in practice (independent of possible theoretical reasons not to do so). Hence, following previous research, we consider all the combinations of design × estimation method. Note that, in many commercial applications, HB is used as the estimation method irrespective of the questionnaire design method.

We based the design of our simulations on previously published simulation studies. In particular, in order to ensure complete orthogonal and aggregate customization designs, we followed [4], [44], [16] and assumed 16 questions per respondent, each between four alternatives described by four discrete attributes with four levels each, and used logistic probabilities to simulate the answers. Like these other papers, we also considered two levels of response accuracy and two levels of respondent heterogeneity (that is, how similar respondents’ partworths are), giving rise to four conditions. We considered different heterogeneity levels because one of the estimation methods, HB, is affected by the level of similarity among respondents.

In each response accuracy × heterogeneity case, we generated five sets of 100 respondents, with partworths drawn from a normal distribution with mean $(-\beta, -\frac{1}{2}\beta, \frac{1}{3}\beta, \beta)$

$$\begin{align*}
\text{Fig. 1. The horizontal axis is the number of questions. The vertical axis is the average RMSE of the estimated utility functions from the true ones (among the 500 individuals). Poly-Q is the dotted line. The RN-based method (RN) is the solid line. The questions are for products with four real-valued attributes (see text).}
\end{align*}$$

$$\begin{align*}
\text{Fig. 2. Example screen shot from the online experiment. An example of a choice-based question.}
\end{align*}$$

$$\begin{align*}
\text{Choose a Camera}
\end{align*}$$

$$\begin{align*}
\text{From the choices presented here, please select your most preferred camera choice.}
\end{align*}$$

$$\begin{align*}
\text{Question 1 of 20}
\end{align*}$$

$$\begin{align*}
\text{Features} & \quad \text{Choice A} & \quad \text{Choice B} & \quad \text{Choice C} & \quad \text{Choice D} \\
\text{Price} & \quad $300 & \quad $300 & \quad $400 & \quad $400 \\
\text{Resolution} & \quad 2 \text{ Megapixels} & \quad 3 \text{ Megapixels} & \quad 2 \text{ Megapixels} & \quad 2 \text{ Megapixels} \\
\text{Battery Life} & \quad 300 \text{ pictures} & \quad 600 \text{ pictures} & \quad 150 \text{ pictures} & \quad 600 \text{ pictures} \\
\text{Genus Size} & \quad 2x & \quad 2x & \quad 2x & \quad 2x \\
\text{SLR-sized} & \quad \text{SLR-sized} & \quad \text{Medium sized} & \quad \text{SLR-sized}
\end{align*}$$

5. The polyhedral estimation method by default uses information about the lowest level for each discrete attribute. We used this information as well for the RN and HB methods, the former by using virtual examples [16] and the latter by redrawing the partworths from the Metropolis Hastings algorithm until they satisfied the corresponding constraints [2].
The results suggest that the RN-based questionnaire design method is the best overall: It is significantly the best or tied with the best in eight of 12 Magnitude \times Heterogeneity \times Estimation method cells and the best or tied with the best in three of the four Magnitude \times Heterogeneity cells. (The latter comparisons consider the best performance across all estimation methods.)

We have argued that one of the main contributions of our approach is to produce adaptive CBC designs that are robust to response error. Two types of comparisons are possible in order to test this claim. Comparing RN-Q to the other adaptive method (Poly-Q) allows us to evaluate whether the RN-based designs are more robust to noise than the other choice-based adaptive designs. Comparing RN-Q to the nonadaptive methods also allows us to evaluate conditions under which the benefits from adaptive questionnaires overweight endogeneity issues.

Let us start with the first comparison. RN-Q is significantly better than Poly-Q in 10, tied in 1, and significantly worse in one of the 12 Magnitude \times Heterogeneity \times Estimation Method cells. More importantly, RN-Q is significantly better than Poly-Q in all six low magnitude (high-response error) cells. Using HB est (the best estimation method), RN-Q performs on the average 11.9 percent better than Poly-Q in the high-response-error conditions, whereas it performs only 2.9 percent better on the average, in the low-response-error conditions.

We finally compare RN-Q to the nonadaptive benchmarks (orthogonal and customized designs). In the high-magnitude conditions, RN-Q (as well as Poly-Q—hence, both adaptive designs) systematically outperforms both nonadaptive benchmarks, confirming the attractiveness of adaptive methods when response error is low, established in previous simulations (for example, [44]). The more interesting comparisons are when response error is high (low magnitude). RN-based questionnaires perform better than both nonadaptive methods in three of the six low magnitude \times Heterogeneity \times Estimation method cells and one of two low magnitude \times Heterogeneity cells. This shows that, with RN-based adaptive designs, the benefits from adaptive questionnaires can overweight endogeneity issues even under high levels of response error. RN-based questionnaires achieve the lowest performance relative to nonadaptive benchmarks in the low-magnitude \times low-heterogeneity condition. In that case, two factors work against adaptive methods as discussed in [44]. First, the endogeneity effects are amplified due to the higher response error. Second, as discussed in [44] and confirmed by our simulations, adaptive methods (Poly-Q and RN-Q) do not perform relatively as well relative to nonadaptive benchmarks (Orth and Cust) under lower levels of heterogeneity, as the similarity among respondents makes it more attractive to use a single questionnaire for everyone.

## 5 An Online Experiment

We next tested the proposed framework using an online field experiment. The sets of question selection methods and partworths estimation methods tested in this experiment were the same as those tested in the previous simulations (question selection methods: Orthogonal design, Aggregate customization, Poly-Q, and RN-Q; estimation methods:

6. The prior used by aggregate customization was obtained from a pretest involving 50 students from a large US university.
Poly est, RN est, and HB est). Five hundred respondents from an online panel were randomly assigned to one of the four question selection methods, resulting in 125 respondents per questionnaire. Each respondent completed a 16-question design obtained by the corresponding method, followed by four randomly designed holdout questions (the transition from the questionnaire to the holdouts was seamless), a filler task (as a transition), and an external validity ranking task. In this last task, the respondents were asked to rank six profiles (from the most to least preferred), randomly selected from a 16 profile orthogonal and balanced design (different from the one used for the questionnaire). See Figs. 2 and 3 for example screen shots from the experiment.

The product chosen for this experiment was digital cameras. We focused on five attributes with four levels each: Price ($500, $400, $300, and $200), Resolution (2, 3, 4, and 5 Megapixels), Battery Life (150, 300, 450, and 600 pictures), Optical Zoom (2x, 3x, 4x, and 5x), and Camera Size (SLR sized, Pocket sized, Ultra compact). The attributes were introduced and described to the respondents before the questionnaire. Each choice question comprised four profiles.

We measured performance using the following three metrics:

1. the percentage of the four holdouts correctly predicted (“Holdout hit rate”),
2. the correlation between predicted and observed rankings in the external validity task (“Choice correlation”), and
3. the proportion of first choices correctly predicted in the external validity task (“Choice hit rate”).

We report the results in Table 3. In agreement with the simulations and past research, HB was again the best estimation method in all cases; hence, for simplicity, we only report the performance of the HB estimates for the four types of questionnaires. We estimate the partworths based on three to 16 questions and compute the performance of each intermediate estimate. To test the relative performance of the different questionnaires when there are few versus more questions, we report the average performance for questions 3-8 (not including questions 1 and 2, the first being a random one) and questions 9-16. Moreover, we report both the mean and the median (across respondents) of the performance, the latter being less sensitive to possible “outlier respondents.”

We use bold numbers in Table 3 to indicate the best performing method in each performance metric × (3-8 versus 9-16 questions) × (mean versus median) combination. Table 3 shows that the proposed question design method is the best in eight out of the 12 cases, more than any other method. In terms of the median, it is the best in five out of six cases. A series of pairwise Mann-Whitney U-tests to compare RN-Q to each of the other questionnaires shows that RN-Q is never significantly worse and is significantly better (at the 0.05 level) than each of the other questionnaires in at least one of the (3-8 versus 9-16) × (performance metric) possible comparisons. In conclusion, the experiment confirms the relative advantage offered by the proposed questionnaire design method.

6 CONCLUSIONS

We have developed a framework for designing robust adaptive CBC questionnaires, an important problem in marketing, based on experimental design and statistical learning theory principles. We have shown how to use complexity control to design questionnaires that are less affected by response error and endogeneity. We have validated our framework using simulations, as well as a field experiment, and discussed similarities and differences between our method and previous nonadaptive and adaptive ones. The recently proposed adaptive polyhedral CBC estimation method [43], [44] can be seen as a special case within our framework, albeit with an arbitrarily small weight on complexity control leading to greater sensitivity to response error.
Various research questions can be explored in the future. For example, one could explore ways of better tuning the parameter λ adaptively as respondents answer questions. There are also open theoretical questions such as the study of the nonasymptotic rate of convergence and the consistency properties of our methods. Another exciting area for future research is the exploration of alternative definitions of complexity that capture the “cognitive” complexity of making decisions. In particular, a lot of work in consumer research indicates that people use various heuristics for making choices [31, 6]. Such heuristics may be modeled as penalties or constraints on the estimated utility functions, much along the lines of the standard complexity control penalties or constraints on the estimated utility functions, used in machine learning. A fundamental premise of a large body of work in machine learning supports that constraints (for example, in the forms of penalties) on the partworths (such as the complexity control $\|w\|^2$) lead to estimates that are more accurate and robust to noise (see, for example, [45]). Other constraints (for example, other complexity controls), based on prior knowledge about how people make choices, may further improve performance.
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