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#### Abstract

Due to the recent progress of the DNA microarray technology, a large number of gene expression profile data are being produced. How to analyze gene expression data is an important topic in computational molecular biology. Several studies have been done using the Boolean network as a model of a genetic network. This paper proposes efficient algorithms for identifying Boolean networks of bounded indegree and related biological networks, where identification of a Boolean network can be formalized as a problem of identifying many Boolean functions simultaneously. For the identification of a Boolean network, an $O\left(\boldsymbol{m n}^{D+1}\right)$ time naive algorithm and a simple $\boldsymbol{O}\left(\boldsymbol{m n}^{D}\right)$ time algorithm are known, where $\boldsymbol{n}$ denotes the number of nodes, $\boldsymbol{m}$ denotes the number of examples, and $D$ denotes the maximum indegree. This paper presents an improved $O\left(m^{\omega-2} n^{D}+m n^{D+\omega-3}\right)$ time Monte-Carlo type randomized algorithm, where $\omega$ is the exponent of matrix multiplication (currently, $\omega<2.376$ ). The algorithm is obtained by combining fast matrix multiplication with the randomized fingerprint function for string matching. Although the algorithm and its analysis are simple, the result is nontrivial and the technique can be applied to several related problems.
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## 1. INTRODUCTION

TThe DNA microarray technology is one of the most important inventions in recent molecular biology (DeRisi et al., 1997). A lot of projects are starting using the DNA microarray technology. Some of them aim at revealing gene regulation mechanisms from time series of gene expression patterns. Expression profiles of several thousands of genes are now being produced for further analyses.

In order to infer gene regulation mechanism and/or genetic networks from time series of gene expression patterns, many studies have been done. Although clustering has been successfully applied (DeRisi et al., 1997), information produced by clustering is limited and is not enough for reconstructing genetic networks. Therefore, other methods have been studied (Akutsu et al., 1999a; Akutsu et al., 2000; Arkin et al., 1997; Chen et al., 1999; D'haeseleer et al., 1999; Liang et al., 1998).

[^0]Among these studies, several have been done using the Boolean network as a model of a genetic network (Akutsu et al., 1999a; Liang et al., 1998). Liang et al. (1999) proposed a heuristic algorithm for inference of Boolean networks of bounded indegree. Although they did not analyze the time complexity, it seems that the worst case complexity is $O\left(m n^{D+1}\right)$, where $m$ is the number of examples, $n$ is the number of nodes, and $D$ is the maximum indegree. We also proposed a simple $O\left(m n^{D+1}\right)$ time algorithm in order to analyze the sample complexity (Akutsu et al., 1999a). Then we developed an improved $O\left(m n^{D}\right)$ time algorithm (Akutsu et al., 1999b). On the other hand, we can prove that the identification of a Boolean network is NP-hard if $D$ is not a constant (i.e., $D$ is included in an input). Therefore, it seems very difficult to design an algorithm for which the exponent is much smaller than $D$. In this paper, we present an improved $O\left(m^{\omega-2} n^{D}+m n^{D+\omega-3}\right)$ time Monte-Carlo-type randomized algorithm, where $\omega$ is the exponent of matrix multiplication and $\omega$ is currently less than 2.376 (Coppersmith and Winograd, 1990). The algorithm is obtained by reducing the identification problem to matrix multiplication, using the randomized fingerprint function (Karp and Rabin, 1985). Several related results are shown too.
The technique is also applied to the identification of functional relations in a fixed domain and the identification of qualitative relations. These problems are also important because they are considered as extensions of Boolean networks. In the identification of functional relations, the binary domain $\{0,1\}$ is extended to a fixed domain. In the identification of qualitative relations, functions based on differential equations are considered, although only functions with one input variable are considered in this paper. These extensions are important because it was recently recognized that the Boolean network is not sufficient as a model of a genetic network and thus extensions of the Boolean network are becoming important. Moreover, the identification of functional relations may be useful for other biological problems since many biological data are stored in relational databases and extraction of functional relations from the databases is important for analyzing the data.

Although the proposed algorithms are theoretically better than previous ones, they are not efficient in practice because fast matrix multiplication algorithms are not practical. However, these algorithms show the existence of algorithms which are better than the naive algorithms previously developed. We hope that this result may lead to development of faster and practical algorithms.

Since a Boolean network can be considered as a set of Boolean functions, previous algorithms developed for inferring a Boolean function (Kearns and Vazirani, 1994) might be applied to the identification of Boolean networks. In particular, the WINNOW algorithm (Littlestone, 1988) is simple and practical for inferring Boolean functions with a few variables. However, in order to apply the WINNOW algorithm to the identification of Boolean networks of bounded indegree, some postprocessing would be required. It seems that postprocessing will take $O\left(m n^{D+1}\right)$ time in the worst case, using a simple algorithm, where we are interested in the worst case time complexity in this paper. Of course, the algorithms proposed in this paper can also be used for postprocessing.
Some algorithms were developed for inferring functional relations or functional dependencies from relational databases (Mannila and Räihä, 1987; Mannila and Räihä, 1992). Although the developed algorithms are general ones, the worst case time complexities seem to be $O\left(m n^{D+1}\right)$ if they are modified for functional dependencies with at most $D$ input attributes.

## 2. PROBLEMS AND RESULTS

### 2.1. Identification of Boolean functions/networks

In this paper, we consider three types of problems:
CONSISTENCY: Decide whether or not there exists a Boolean network (resp., function) consistent with the given examples, and output one if it exists.
COUNTING: Count the number of Boolean networks (resp., functions) consistent with the given examples.
IDENTIFICATION: Decide whether or not there exists a unique Boolean network (resp., function) consistent with the given examples and output it if it exists.

Although we present algorithms for the counting problem, they can be converted for the consistency problem and the identification problem without increasing the order of the time complexity. We formally define the counting problem for Boolean networks (resp., functions) as follows.

INPUT: $y_{j}(k)(j=1 \ldots l, k=1 \ldots m), x_{i}(k)(i=1 \ldots n, k=1 \ldots m)$, and integer $D$, where $x_{i}(k)$ and $y_{j}(k)$ take Boolean values (i.e., 0 or 1 ) respectively,
OUTPUT: for each $j$, the number of Boolean functions $f_{j}\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ 's such that $y_{j}(k)=f_{j}\left(x_{i_{1}}(k), \ldots\right.$, $\left.x_{i_{D}}(k)\right)$ holds for all $k=1 \ldots m$.

We call a tuple $\left\langle y_{1}(k), \ldots, y_{l}(k), x_{1}(k), \ldots, x_{n}(k)\right\rangle$ for each $k$ an example.
This problem is NP-hard for general $D$ (i.e., $D$ is included in INPUT), where the proof is to be given in Section 3.4. Therefore, we are interested in the case where $D$ is a constant. Particularly, we are interested in the case of $D=2$ since we can reduce higher-dimensional problems to two-dimensional problems by using a simple method described in Section 3.1.3. Moreover, we are interested in the case of $l=1$ and the case of $l=n$. For the case of $l=1$, it is the identification problem of a Boolean function. For the case of $l=n$, it is the identification problem of a Boolean network. For a general case of the problem, there is a trivial algorithm: for each $y_{j}$, for all types of $2^{2^{D}}$ Boolean functions $f$, for all combinations of $D$ variables $x_{i_{1}}, \ldots, x_{i_{D}}$, examine whether or not $y_{j}(k)=f\left(x_{i_{1}}(k), \ldots, x_{i_{D}}(k)\right)$ holds for $k=1 \ldots m$. This algorithm takes $O\left(l m n^{D}\right)$ time for a constant $D$.

Note that, although we should carefully count the number of functions so that the same function is not counted more than once, this can be done without affecting the orders of the time complexities in all algorithms presented in this paper. Here we briefly explain the method, using an example. Consider Boolean functions of the form $x_{i} \vee x_{j}$. In this case, the same Boolean function may be counted twice: $x_{i} \vee x_{j}$ and $x_{j} \vee x_{i}$. However, we can avoid the counting of this Boolean function more than once by considering a total order $x_{1} \prec x_{2} \prec \ldots \prec x_{n}$ and counting only $x_{i} \vee x_{j}$ 's such that $x_{i} \prec x_{j}$. This method can be extended for the other types of Boolean functions of $D=2$. Moreover, this method can be extended for any fixed $D$ in a straightforward way since we assume that $D$ is a fixed constant and thus we only mind fixed types (i.e., $2^{2^{D}}$ types) of Boolean functions.

Recently, we developed an improved $O\left(m n^{D}+l m\right)$ time algorithm (Akutsu et al., 1999b), by using a trie, which is a well-known data structure in string matching (Aho, 1990). In this paper, we further improve the time complexity and we show the following algorithms:

- an $O\left(n^{D} m^{\omega-2}+n^{D+\omega-3} m\right)$ time deterministic algorithm for the case of $l=1$,
- an $O\left(n^{D} m^{\omega-2}+n^{D+\omega-3} m\right)$ time Monte-Carlo-type randomized algorithm for the case of $l=n$,
where $\omega$ denotes the exponent of matrix multiplication (i.e., matrix multiplication of $n \times n$ matrices can be done in $O\left(n^{\omega}\right)$ time . Note that, for $n \times m$ matrices $X$ and $Y$, matrix product $X \cdot Y^{t}$ can be computed in $O\left(m n^{\omega-1}\right)$ time if $m \geq n$. Otherwise, it can be computed in $O\left(m^{\omega-2} n^{2}\right)$ time, by partitioning each matrix into small square matrices. Note also that, in this paper, $Y^{t}$ denotes the transposed matrix of $Y$. Recently, some improvement on matrix multiplication was done for the case of $m \neq n$ (Huang and Pan, 1997). That result might be useful for improving the time complexities of the algorithms for the case of $m \ll n$.

Although Boolean functions are considered in the above, the algorithm for the case of $l=n$ can be extended for finding functional relations (or functional dependencies) in a fixed domain.

### 2.2. Identification of qualitative relations

In order to analyze gene expression data or other time series data, some studies are done on deriving linear differential equations from data (D'haeseleer et al., 1999). However, linear differential equations are not always appropriate. Moreover, in many cases, it is very difficult to decide what kind of differential equations should be used. In such a case, deriving functional relations qualitatively might be useful (Akutsu et al., 2000; Thieffry and Thomas, 1998). It should be noted that qualitative reasoning has been studied very well in artificial intelligence (de Kleer and Brown, 1984). Although it is assumed in most previous studies that qualitative rules are given, deriving qualitative rules from data is also important.

In order to develop algorithms for deriving qualitative rules, we must define a qualitative model. But it is not an easy task to develop a satisfactory model, although some efforts have been made (Akutsu et al., 2000; Thieffry and Thomas, 1998). In particular, it seems very difficult to develop a model including qualitative relations with multiple inputs. Therefore, we consider a simple qualitative model which was recently developed (Akutsu et al., 2000). We consider the following simple rules in this paper:


FIG. 1. For a monotonically increasing function $f(x)$, it holds that $d z_{j} / d t>0$ iff $x_{i}>\gamma_{i, j}$, where $d z_{j} / d t=f\left(x_{i}\right)$.

- $x_{i}$ activates (resp., inhibits) $y_{j}$ if the current value (level) of $x_{i}$ is greater than some threshold value $\gamma_{i, j}$,
- $\frac{d z_{j}(t)}{d t}>0$ iff $x_{i}(t) \geq \gamma_{i, j}$.

These rules are equivalent if $z_{j}(t)$ expresses the expression level of gene $y_{j}$ and $\frac{d z_{j}(t)}{d t}>0$ means that $y_{j}$ is activated. These are similar to a threshold function with one input variable.

Note that one-dimensional linear differential equation $\frac{d z(t)}{d t}=a x(t)+b$ satisfies the second rule if $a>0$ (by letting $\gamma=-b / a$ ). Of course, we can treat the case of $a<0$ by replacing $x_{i}(t)>\gamma_{i, j}$ with $x_{i}(t)<\gamma_{i, j}$. Moreover, every differential equation $\frac{d z(t)}{d t}=f(x(t))$ also satisfies the second rule if $f(x)$ is a monotonically increasing function (see Figure 1). Based on the above discussion, we define (the 1-d version of) the counting problem for qualitative relations as follows.

INPUT: $y_{j}(k)(j=1 \ldots l, k=1 \ldots m), x_{i}(k)(i=1 \ldots n, k=1 \ldots m)$, where $x_{i}(k)$ takes a real value and $y_{i}(k)$ takes either 0 or 1 ,
OUTPUT: for each $y_{j}$, the number of $x_{i}$ 's for which there is a threshold $\gamma_{i, j}$ such that $y_{j}(k)=1$ iff $x_{i}(k)>\gamma_{i, j}$ for all $k=1 \ldots m$.

The identification problem and the consistency problem can be defined as in Section 2.1. In this definition, " $y_{j}(k)=1 "$ corresponds to " $y_{j}$ is activated" or " $\frac{d z_{j}(t)}{d t}>0$," and " $y_{j}(k)=0$ " corresponds to " $y_{j}$ is inhibited" or " $\frac{d z_{j}(t)}{d t} \leq 0$."

For the case of $l=1$, there is a simple optimal $O(m n)$ time algorithm: for all $i$, examine whether or not $\left(x_{i}\right)^{+}>\left(x_{i}\right)^{-}$, where we let $\left(x_{i}\right)^{+}=\min \left\{x_{i}(k) \mid y_{1}(k)=1\right\}$ and $\left(x_{i}\right)^{-}=\max \left\{x_{i}(k) \mid y_{1}(k)=0\right\}$. Note that there exists a threshold $\gamma_{i, 1}\left(\left(x_{i}\right)^{-} \leq \gamma_{i, 1}<\left(x_{i}\right)^{+}\right)$iff $\left(x_{i}\right)^{+}>\left(x_{i}\right)^{-}$.

As in Section 2.1, we are particularly interested in the case of $l=n$. Using the algorithm for $l=1$ repeatedly, we can obtain an $O\left(m n^{2}\right)$ time algorithm. For this case, we show the following improved algorithms:

- an $O(m n \log (m n))$ time Monte-Carlo-type randomized algorithm,
- an $O\left(m n^{\frac{1+\omega}{2}}+m^{\frac{\omega-1}{2}} n^{2}\right)$ time deterministic algorithm.


## 3. ALGORITHMS FOR BOOLEAN NETWORKS/FUNCTIONS

In this section, we describe algorithms for the counting problem for Boolean functions and Boolean networks. Before describing the algorithms, we note that Boolean functions $f(x, y)$ with two input variables are classified into the following categories:

CONSTANT: 0,1 ,
UNARY: $x, \bar{x}, y, \bar{y}$,
XOR: $x \oplus y, \overline{x \oplus y}$,
AND: $x \wedge y, x \wedge \bar{y}, \bar{x} \wedge y, \bar{x} \wedge \bar{y}$,
OR: $x \vee y, x \vee \bar{y}, \bar{x} \vee y, \bar{x} \vee \bar{y}$.

In this paper, different types of Boolean functions are counted separately. Since counting of CONSTANT and UNARY functions is easier, we consider only AND, OR, XOR functions, where AND functions and OR functions are treated in a similar way based on the fact $\overline{x \vee y}=\bar{x} \wedge \bar{y}$. XOR functions are treated in a different way. It should be noted that, in the counting problem for Boolean functions, counting of XOR functions is easier and faster than counting of AND/OR functions.

### 3.1. An algorithm for Boolean functions

In this subsection, we consider the case of $l=1$. First we show an algorithm for counting the number of Boolean functions of the form $x \wedge \bar{y}$. The other types of functions in AND and OR categories can be counted in a similar way.
3.1.1. Counting of $x \wedge \bar{y}$ functions. The algorithm consists of two steps. The first step is similar to the PAC learning algorithm for monotone Boolean functions (Kearns and Vazirani, 1994; Valiant, 1984). It begins with the conjunction of all literals

$$
x_{1} \wedge x_{2} \wedge \ldots \wedge x_{n} \wedge \overline{x_{1}} \wedge \overline{x_{2}} \wedge \ldots \wedge \overline{x_{n}}
$$

and processes examples one by one (from $k=1$ to $k=m$ ). If $y_{1}(k)=0$, nothing is done. If $y_{1}(k)=1$, all $x_{i}$ 's such that $x_{i}(k)=0$ and all $\overline{x_{i}}$ 's such that $\overline{x_{i}(k)}=0$ (i.e., $x_{i}(k)=1$ ) are deleted from the conjunction respectively. Let $x_{i_{1}}, \ldots, x_{i_{h}}, \overline{x_{j_{1}}}, \ldots, \overline{x_{j_{h^{\prime}}}}$ be the variables remaining in the conjunction after testing all examples. Let $k_{1}, k_{2}, \ldots, k_{m^{\prime}}$ be the indices such that $y_{1}\left(k_{i}\right)=0$.

In the second step, we make two matrices $X$ and $Y$, where $X$ is the $h \times m^{\prime}$ integer matrix defined by $X_{t, s}=x_{i_{t}}\left(k_{s}\right)$ and $Y$ is the $h^{\prime} \times m^{\prime}$ integer matrix defined by $Y_{t, s}=\overline{x_{j_{t}}\left(k_{s}\right)}$. We compute the matrix product $Z=X \cdot Y^{t}$. Then, we count the number of elements $Z_{i, j}$ such that $Z_{i, j}=0$. Since $(\forall k)\left(y_{1}(k)=x_{i_{s}}(k) \wedge \overline{x_{j_{t}}(k)}\right)$ holds iff $Z_{s, t}=0$, the correct number is output.

Now we analyze the time complexity. Clearly, the first step takes $O(m n)$ time. The second step takes $O\left(m^{\omega-2} n^{2}+m n^{\omega-1}\right)$ time since $m^{\prime} \leq m, h \leq n$ and $h^{\prime} \leq n$. Therefore, the total time complexity is $O\left(m^{\omega-2} n^{2}+m n^{\omega-1}\right)$.

Example 1. Assume that the following examples are given as an input data set:

| $y_{1}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $x_{6}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 | 0 | 1 | 0 |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 0 | 1 | 1 | 0 |
| 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 1 | 1 |

After the first step, we have the following table:

| $y_{1}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ | $\overline{x_{4}}$ | $\overline{x_{6}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 0 | 0 |
| 0 | 1 | 1 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 1 | 0 |

In the second step, we compute the matrix product:

$$
\left(\begin{array}{llll}
0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 \\
0 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0 \\
0 & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
0 & 1 \\
2 & 1 \\
0 & 0
\end{array}\right)
$$

Thus, we have the following three Boolean functions consistent with the given examples:

$$
\begin{aligned}
& y_{1}(k)=x_{1}(k) \wedge \overline{x_{4}(k)}, \\
& y_{1}(k)=x_{3}(k) \wedge \overline{x_{4}(k)}, \\
& y_{1}(k)=x_{3}(k) \wedge \overline{x_{6}(k)} .
\end{aligned}
$$

3.1.2. Counting of $x \oplus y$ functions. This case is easier than the above case and we do not require matrix multiplication. First note that $x \oplus y=z$ iff $x \oplus z=y$. Let $\operatorname{str}\left(x_{i}\right)$ be the sequence of Boolean values of $x_{i}(k)$ (i.e., $\left.\operatorname{str}\left(x_{i}\right)=\left\langle x_{i}(1), x_{i}(2), \ldots, x_{i}(m)\right\rangle\right)$. Let $\operatorname{str}^{\prime}\left(x_{i}\right)$ be the sequence of Boolean values of $x_{i}(k) \oplus y_{1}(k)$ (i.e., $\operatorname{str}^{\prime}\left(x_{i}\right)=\left\langle x_{i}(1) \oplus y_{1}(1), x_{i}(2) \oplus y_{1}(2), \ldots, x_{i}(m) \oplus y_{1}(m)\right\rangle$ ). Then we count the number of pairs $\left(x_{i}, x_{j}\right)$ such that $\operatorname{str}\left(x_{i}\right)=\operatorname{str}^{\prime}\left(x_{j}\right)$. Of course, it would take $O\left(m n^{2}\right)$ time if we used a naive algorithm. But we can reduce the time complexity to $O(m n)$ by constructing a trie (Aho, 1990) for $\operatorname{str}\left(x_{i}\right)$ 's, as in Akutsu et al. (1999b). Here, we briefly review the method for the readers. From a set of sequences $\left\{\operatorname{str}\left(x_{1}\right), \ldots, \operatorname{str}\left(x_{n}\right)\right\}$ over $\Sigma=\{0,1\}$, we construct a trie. Then, for each $\operatorname{str}^{\prime}\left(x_{j}\right)$, we examine whether there exists a sequence $\operatorname{str}\left(x_{i}\right)$ such that $\operatorname{str}\left(x_{i}\right)=\operatorname{str}^{\prime}\left(x_{j}\right)$ by traversing the trie. Since this traversal can be done in $O(m)$ time for each $\operatorname{str}^{\prime}\left(x_{j}\right)$, the time required for traversal of all strings $s t r^{\prime}\left(x_{1}\right), \ldots, s t r^{\prime}\left(x_{n}\right)$ is $O(m n)$. Since the trie can be constructed in $O(m n)$ time, $O(m n)$ time is required in total. It is easy to modify the algorithm for counting of $\overline{x \oplus y}$ functions.

Theorem 1. The counting problem for Boolean functions of two inputs can be solved in $O\left(m^{\omega-2} n^{2}+\right.$ $m n^{\omega-1}$ ) time.
3.1.3. Extension to $D>2$. Using the above-mentioned algorithm, we can develop an $O\left(m^{\omega-2} n^{D}+\right.$ $m n^{D+\omega-3}$ ) time algorithm for any fixed $D \geq 2$. First, we consider a case of $D=3$. Then we note that

$$
f(x, y, z)=(z \wedge f(x, y, 1)) \vee(\bar{z} \wedge f(x, y, 0))
$$

holds for any Boolean function $f(x, y, z)$. Thus, we can count the number of Boolean functions $f\left(x_{i}, x_{j}, x_{h}\right)$ for fixed $x_{h}$ by multiplying the number of $f_{1}\left(x_{i}, x_{j}\right)$ 's such that $y_{1}(k)=f_{1}\left(x_{i}(k), x_{j}(k)\right)$ holds for examples with $x_{h}(k)=1$ and the number of $f_{2}\left(x_{i}, x_{j}\right)$ 's such that $y_{1}(k)=f_{2}\left(x_{i}(k), x_{j}(k)\right)$ holds for examples with $x_{h}(k)=0$. Since this computation can be done for each $x_{h}$, the total time complexity becomes

$$
O(n) \times O\left(m^{\omega-2} n^{2}+m n^{\omega-1}\right)=O\left(m^{\omega-2} n^{3}+m n^{\omega}\right) .
$$

For general $D$, we can apply this method recursively. Since an $O(n)$ factor is multiplied per dimension, the total time complexity is $O\left(m^{\omega-2} n^{D}+m n^{D+\omega-3}\right)$.

Corollary 1. The counting problem for Boolean functions of $D$ inputs can be solved in $O\left(m^{\omega-2} n^{D}+\right.$ $m n^{D+\omega-3}$ ) time.

### 3.2. An algorithm for Boolean networks

In this subsection, we consider the case of $l=n$ where the technique can be applied to any $l$.
In addition to matrix multiplication, we use the randomized fingerprint function developed by Karp and Rabin (Karp and Rabin, 1985; Motowani and Raghavan, 1994). Here, we briefly review the function. Let $s=\left\langle s_{1}, s_{2}, \ldots, s_{m}\right\rangle$ and $t=\left\langle t_{1}, t_{2}, \ldots, t_{m}\right\rangle$ be strings of length $m$ over $\{0,1\}$, respectively. Let $p$ be a prime number. We define the fingerprint function $F_{p}(s)$ by

$$
F_{p}\left(\left\langle s_{1}, s_{2}, \ldots, s_{m}\right\rangle\right)=s_{1} \cdot 2^{0}+s_{2} \cdot 2^{1}+\ldots+s_{m} \cdot 2^{m-1} \bmod p
$$

It was shown that, by choosing a prime number less than $\tau=\Theta(\mathrm{cm} \log (\mathrm{cm}))$ uniformly at random, $\operatorname{Prob}\left(F_{p}(s)=F_{p}(t)\right) \leq \frac{1}{c}$ holds for any $s \neq t$.
For simplicity, we describe the counting algorithm for Boolean functions of the form $x_{i} \wedge \overline{x_{j}}$, which can be easily modified for the other functions in AND and OR categories. For each $y_{i}$, we compute $F_{p}\left(\left\langle y_{i}(1), y_{i}(2), \ldots, y_{i}(m)\right\rangle\right)$. We make two matrices $X$ and $Y$, where $X$ is the $n \times m$ integer matrix
defined by $X_{i, k}=x_{i}(k) \cdot 2^{k-1} \bmod p$, and $Y$ is the $n \times m$ integer matrix defined by $Y_{j, k}=\overline{x_{j}(k)}$. Next, we compute the matrix product $Z=X \cdot Y^{t}$ under modulo $p$ (i.e., under $G F(p)$ ). Then, we partition $Z_{i, j}$ 's into groups so that each group consists of elements having the same value. For each $y_{h}$, we output the number of elements in the group that has the same value as $F_{p}\left(y_{h}\right)$.

It is easy to see that

$$
Z_{i, j}=\left(x_{i}(1) \wedge \overline{x_{j}(1)}\right) \cdot 2^{0}+\left(x_{i}(2) \wedge \overline{x_{j}(2)}\right) \cdot 2^{1}+\ldots+\left(x_{i}(m) \wedge \overline{x_{j}(m)}\right) \cdot 2^{m-1} \bmod p
$$

Therefore, for any triplet $\left(y_{h}, x_{i}, x_{j}\right)$ satisfying $(\forall k)\left(y_{h}(k)=x_{i}(k) \wedge \overline{x_{j}(k)}\right), F_{p}\left(y_{h}\right)=Z_{i, j}$ always holds, whereas $F_{p}\left(y_{h}\right) \neq Z_{i, j}$ holds with high probability for the other triplets $\left(y_{h}, x_{i}, x_{j}\right)$. By letting $\tau=\Theta\left(m n^{3+\alpha} \log \left(m n^{3+\alpha}\right)\right)$, the failure probability (i.e., the probability that a false number is output for some $y_{h}$ ) can be made less than $\frac{1}{n^{\alpha}}$.

In order to treat XOR functions, we compute $Z_{i, j}+Z_{j, i}$ for all pairs $(i, j)$ such that $i<j$ and count the number of $y_{h}$ 's satisfying $F_{p}\left(y_{h}\right)=Z_{i, j}+Z_{j, i}$. It should be noted that $F_{p}\left(y_{h}\right)=Z_{i, j}+Z_{j, i}$ always holds if $(\forall k)\left(y_{h}(k)=x_{i}(k) \oplus x_{j}(k)\right)$. Otherwise, $F_{p}\left(y_{h}\right) \neq Z_{i, j}+Z_{j, i}$ holds with high probability because $x_{i} \oplus x_{j}=\left(x_{i} \wedge \overline{x_{j}}\right) \vee\left(\overline{x_{i}} \wedge x_{j}\right)$ and $\left(x_{i} \wedge \overline{x_{j}}\right) \wedge\left(\overline{x_{i}} \wedge x_{j}\right)=0$ hold.

Now we consider the time complexity. Since we assume the standard RAM model in this paper, each arithmetic operation for $O(\log (n m))$ bit integers can be done in constant time. Therefore, we can assume that each operation in $G F(p)$ can be done in constant time. Generation of a random prime number can be done in $O(\operatorname{poly}(\log (\tau)))$ time using a Monte-Carlo-type randomized algorithm (Motowani and Raghavan, 1994). Since all known matrix multiplication algorithms are available in any ring (Motowani and Raghavan, 1994), $Z=X \cdot Y^{t}$ can be computed in $O\left(m^{\omega-2} n^{2}+m n^{\omega-1}\right)$ time. Since the other parts take $O\left(n^{2} \log n+m n\right)$ time, we have:

Theorem 2. The counting problem for Boolean networks of $D=2$ can be solved in $O\left(m^{\omega-2} n^{2}+\right.$ $\left.m n^{\omega-1}\right)$ time with high probability.

Using the same technique as in Corollary 1, we can extend the algorithm for any fixed $D$.
Corollary 2. The counting problem for Boolean networks of fixed $D$ can be solved in $O\left(m^{\omega-2} n^{D}+\right.$ $m n^{D+\omega-3}$ ) time with high probability.

Note that, in this paper, "high probability" means a probability of at least $1-\frac{1}{n^{c}}$ where $c$ is an arbitrarily fixed constant.

Example 2. Assume that the following examples are given as an input data set:

| $y_{1}$ | $y_{2}$ | $x_{1}$ | $x_{2}$ |
| :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0 |
| 0 | 0 | 1 | 1 |
| 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 |

Then we compute the following under modulo $p$ :

$$
\left(\begin{array}{ccccc}
2^{0} & 2^{1} & 0 & 0 & 2^{4} \\
0 & 2^{1} & 2^{2} & 0 & 0
\end{array}\right)\left(\begin{array}{ll}
0 & 1 \\
0 & 0 \\
1 & 0 \\
1 & 1 \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
0 & 2^{0}+2^{4} \\
2^{2} & 0
\end{array}\right)
$$

Since $F_{p}\left(y_{1}\right)=2^{2}$ and $F_{p}\left(y_{2}\right)=2^{0}+2^{4}(\bmod p)$, we know that $y_{1}(k)=x_{2}(k) \wedge \overline{x_{1}(k)}$ and $y_{2}(k)=$ $x_{1}(k) \wedge \overline{x_{2}(k)}$ (with high probability).

### 3.3. Algorithms robust for noises

In practice, input data may contain noises. In such a case, Boolean functions $f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ whose errors are less than a threshold $K$ (i.e., $\left|\left\{k \mid y_{j}(k) \neq f\left(x_{i_{1}}(k), \ldots, x_{i_{D}}(k)\right)\right\}\right|<K$ ) should be output. A trivial algorithm takes $O\left(m n^{D+1}\right)$ time for the case of $l=n$. Matrix multiplication is also useful in order to count the error. For example, consider Boolean functions of the form $f\left(x_{i}, x_{j}\right)=x_{i} \wedge x_{j}$. First, for each $x_{i}$, we compute $n \times m$ integer matrices $X_{i}$ and $\overline{X_{i}}$ defined by $\left(X_{i}\right)_{j, k}=x_{i}(k) \wedge x_{j}(k)$ and $\left(\overline{X_{i}}\right)_{j, k}=\overline{x_{i}(k) \wedge x_{j}(k)}$. Next, we compute $Z_{i}=X_{i} \cdot \bar{Y}+\overline{X_{i}} \cdot Y^{t}$ for each $x_{i}$, where $Y$ and $\bar{Y}$ are $n \times m$ integer matrices defined by $Y_{j, k}=y_{j}(k)$ and $\bar{Y}_{j, k}=\overline{y_{j}(k)}$ respectively. Then, it is easy to see that $\left(Z_{i}\right)_{s, t}$ is equal to the number of errors between $y_{t}(k)$ and $x_{i}(k) \wedge x_{s}(t)$ (i.e., $\left.\left(Z_{i}\right)_{s, t}=\left|\left\{k \mid y_{t}(k) \neq x_{i}(k) \wedge x_{s}(k)\right\}\right|\right)$. This method can be generalized to any Boolean function of fixed $D$ as in Section 3.1.3.

Theorem 3. The number of Boolean functions $f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ whose errors are less than a threshold $K$ can be computed in $O\left(m^{\omega-2} n^{D+1}+m n^{D+\omega-2}\right)$ time, where the number must be output for each $y_{j}$ $(j=1, \ldots, n)$.

A simple and well-known random sampling technique can also be used, where we cannot count the exact number in this case. Let $\theta m$ be a threshold. We randomly select $\alpha \theta \ln (m n)$ examples from $m$ examples in the input, where $\alpha$ is a fixed constant, and we assume w.l.o.g. that $\alpha \theta \ln (m n)$ is an integer. Let $S$ be the set of indices $k$ of randomly selected examples. Then we output, for each $y_{j}$, all Boolean functions $f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ satisfying $\left|\left\{k \in S \mid y_{j}(k) \neq f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)\right\}\right| \leq(1+\epsilon) \alpha \theta \ln (m n)$. Clearly, this algorithm works in $O\left(n^{D+1} \log (m n)\right)$ time.
Now we analyze the failure probability. First we analyze the probability that the error of a Boolean function $y_{j}=f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ against input data is at most $\theta m$ but the error against $S$ is more than ( $1+\epsilon$ ) $\alpha \theta \ln (m n)$. From the Chernoff bound (Motowani and Raghavan, 1994), this probability is bounded by

$$
\operatorname{Prob}(\# E R R O R>(1+\epsilon) \alpha \theta \ln (m n))<\exp \left(\frac{-\epsilon^{2} \alpha \theta \ln (m n)}{4}\right)=\frac{1}{(m n)^{\frac{\epsilon^{2} \alpha \theta}{4}}},
$$

where we assume that $0<\epsilon<2 e-1$.
Next we analyze the probability that the error of a Boolean function $y_{j}=f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ against input data is at least $(1+2 \epsilon) \theta m$ but the error against $S$ is at most $(1+\epsilon) \alpha \theta \ln (m n)$. Using the Chernoff bound again, this probability is bounded by

$$
\operatorname{Prob}(\# E R R O R \leq(1+\epsilon) \alpha \theta \ln (m n))<\exp \left(-\frac{\left(\frac{\epsilon}{1+2 \epsilon}\right)^{2}(1+2 \epsilon) \alpha \theta \ln (m n)}{2}\right)=\frac{1}{(m n)^{\left.\frac{\epsilon^{2} \alpha \theta}{(1+2 \epsilon \epsilon}\right)}}
$$

for $\epsilon>0$. Therefore, by choosing sufficiently large $\alpha$, we have:
Theorem 4. There exists an $O\left(n^{D+1} \log (m n)\right)$ time randomized algorithm that outputs, for each $y_{j}$, all Boolean functions whose errors are at most $\theta m$ with high probability and does not output, for each $y_{j}$, any Boolean function whose error is at least $(1+2 \epsilon) \theta m$ with high probability, where $0<\theta<1$ and $0<\epsilon<2 e-1$ are fixed constants.

It should be noted that neither algorithm is yet practical because each algorithm takes more than $O\left(n^{3}\right)$ time even for $D=2$. Recall that even Saccharomyces cerevisiae (budding yeast) has approximately 6000 genes (DeRisi et al., 1997) (i.e., $n \approx 6000$ ).

### 3.4. An approximation algorithm

We have been considering the counting problem for a fixed $D$ since the problem is NP-hard if $D$ is not a constant. This NP-hardness result can be proven even for the case of $l=1$.

Theorem 5. The counting problem for Boolean functions is $N P$-hard for general D.

Proof. We use a polynomial time reduction from SET COVER, where similar reductions are used by Akutsu and Bao (1996), Makino (1997), and Mannila and Räihä (1992). Let ( $\mathcal{S}=\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}, D$ ) be an instance of SET COVER over $U=\left\{u_{1}, \ldots, u_{m}\right\}$. Recall that SET COVER is to decide whether or not there exist $D$-sets $S_{i_{1}}, \ldots, S_{i_{D}}$ such that $S_{i_{1}} \cup \ldots \cup S_{i_{D}}=U$. From $(\mathcal{S}, D)$, we construct $m+1$ examples as follows:

$$
\begin{aligned}
y_{1}(k) & =1, \text { for } k=1, \ldots, m, \\
y_{1}(m+1) & =0, \\
x_{i}(k) & =1, \text { if } k \leq m \text { and } u_{k} \in S_{i}, \\
x_{i}(k) & =0, \text { otherwise }
\end{aligned}
$$

Then there exists a Boolean function $f\left(x_{i_{1}}, \ldots, x_{i_{D}}\right)$ such that $(1 \leq \forall k \leq m+1)\left(y_{1}(k)=f\left(x_{i_{1}}(k), \ldots\right.\right.$, $\left.x_{i_{D}}(k)\right)$ if and only if $S_{i_{1}} \cup \ldots \cup S_{i_{D}}=U$.

SET COVER can also be used for developing an approximation algorithm. As in Akutsu and Bao (1996), we reduce the problem to the SET COVER problem, where SET COVER is defined as a minimization problem (i.e., finding $S_{i_{1}}, \ldots, S_{i_{D}}$ with minimum $D$ ) in this case. From the given examples, we construct $U$ and $S_{i}$ 's by

$$
\begin{aligned}
U & =\left\{\left(k, k^{\prime}\right) \mid k<k^{\prime} \text { and } y_{j}(k) \neq y_{j}\left(k^{\prime}\right)\right\}, \\
S_{i} & =\left\{\left(k, k^{\prime}\right) \mid x_{i}(k) \neq x_{i}\left(k^{\prime}\right)\right\} \cap U .
\end{aligned}
$$

Then we apply an approximation algorithm for SET COVER (Johnson, 1974) to $S_{i}$ 's and $U$. Since SET COVER can be approximated within a factor of $\ln |U|+1$, we have:

Theorem 6. Assume that $f_{j}\left(x_{i_{1}}(k), \ldots, x_{i_{D}}(k)\right)=y_{j}(k)$ holds for all $k$. Then a set of variables $\left\{x_{i_{1}^{\prime}}, \ldots, x_{i_{h}^{\prime}}\right\}$ for which $h \leq(2 \ln m+1) D$ holds and there exists a Boolean function $f_{j}^{\prime}$ satisfying $f_{j}^{\prime}\left(x_{i_{1}^{\prime}}(k), \ldots, x_{i_{h}^{\prime}}(k)\right)=y_{j}(k)$ for all $k$ can be found in polynomial time.

Although a set of variables can be found in polynomial time, it seems difficult to determine $f_{j}^{\prime}$ in polynomial time because there exist $2^{2^{d}}$ Boolean functions with $d$ input variables. It should be noted that description of a function needs $\Omega\left(2^{d}\right)$ space unless types of Boolean functions are restricted.

### 3.5. An algorithm for finding functional relations

Although the domain of values is restricted to $\{0,1\}$ in Boolean networks, the algorithm in Section 3.2 can be extended for other fixed-size domains. Since Boolean values may not be adequate for representing gene expression levels, this extension is important. As in Section 3.2, we explain the algorithm for the case of $D=2$. Extension to other $D$ 's can be done as in Section 3.1.3.

Let $\Sigma$ be the domain (i.e., $x_{i}(k), y_{h}(k) \in \Sigma$ ), where we let $b=|\Sigma|$. In this case, we use the fingerprint function on base $b$ :

$$
F_{p, b}\left(\left\langle s_{1}, s_{2}, \ldots, s_{m}\right\rangle\right)=s_{1} \cdot b^{0}+s_{2} \cdot b^{1}+\ldots+s_{m} \cdot b^{m-1} \bmod p
$$

where it is known that a property similar to that of $F_{p}$ holds for this function (Motowani and Raghavan, 1994). For each function $f$ in $\Sigma \times \Sigma \rightarrow \Sigma$, we examine whether or not there exists a triplet ( $y_{h}, x_{i}, x_{j}$ ) such that $y_{h}(k)=f\left(x_{i}(k), x_{j}(k)\right)$ holds for all $k$. For each $\alpha \in \Sigma$, let $X^{\alpha}$ be the $n \times m$ matrix defined by

$$
X_{i, k}^{\alpha}= \begin{cases}1, & \text { if } x_{i}(k)=\alpha \\ 0, & \text { otherwise }\end{cases}
$$

For each $\alpha \in \Sigma$, let $Y^{\alpha}$ be the $n \times m$ matrix defined by $Y_{j, k}^{\alpha}=f\left(\alpha, x_{j}(k)\right)$, where we encode each element in $\Sigma$ by using an element in $\{0,1, \ldots, b-1\}$. Let $Z=\sum_{\alpha} X^{\alpha} \cdot\left(Y^{\alpha}\right)^{t}$. Then, $F_{p, b}\left(\left\langle y_{h}(1), \ldots, y_{h}(m)\right\rangle\right)=$ $Z_{i, j}$ holds if $y_{h}(k)=f\left(x_{i}(k), x_{j}(k)\right)$ holds for all $k$, and $F_{p, b}\left(\left\langle y_{h}(1), \ldots, y_{h}(m)\right\rangle\right) \neq Z_{i, j}$ holds with high probability if $y_{h}(k) \neq f\left(x_{i}(k), x_{j}(k)\right)$ holds for some $k$.

Theorem 7. For a fixed domain, the counting problem for functional relations of fixed $D$ can be solved in $O\left(m^{\omega-2} n^{D}+m n^{D+\omega-3}\right)$ time with high probability.

## 4. ALGORITHMS FOR FINDING QUALITATIVE RELATIONS

### 4.1. Simple deterministic algorithms

As mentioned in Section 2.2, there is a simple $O\left(m n^{2}\right)$ time deterministic algorithm for the counting problem for qualitative relations.

Proposition 1. The counting problem for qualitative relations can be solved in $O\left(m n^{2}\right)$ time.
Here, we present an $O\left(m^{2} n\right)$ time deterministic algorithm. Let $\operatorname{str}\left(y_{i}\right)$ be the sequence of $y(i)$ 's (i.e., $\left.\operatorname{str}\left(y_{i}\right)=\langle y(1), y(2), \ldots, y(m)\rangle\right)$. Then, the following is the description of the algorithm.

1. Make a trie for the set of sequences $\left\{\operatorname{str}\left(y_{1}\right), \operatorname{str}\left(y_{2}\right), \ldots, \operatorname{str}\left(y_{n}\right)\right\}$.
2. For all $x_{i}$, sort $x_{i}(k)$ 's in the increasing order and let $\hat{x}_{i}(1)<\hat{x}_{i}(2)<\ldots<\hat{x}_{i}(m)$ be the sorted sequence, where we assume w.l.o.g. $x_{i}(k) \neq x_{i}\left(k^{\prime}\right)$ for $k \neq k^{\prime}$.
3. For all $x_{i}$ and for all $h \in\{0,1, \ldots, m\}$, construct the sequence

$$
\operatorname{str}\left(x_{i}^{h}\right)=\left\langle\operatorname{sign}\left(x_{i}(1), h\right), \operatorname{sign}\left(x_{i}(2), h\right), \ldots, \operatorname{sign}\left(x_{i}(m), h\right)\right\rangle,
$$

where

$$
\operatorname{sign}\left(x_{i}(k), h\right)= \begin{cases}1, & \text { if } x_{i}(k)>\hat{x}_{i}(h) \\ 0, & \text { otherwise }\end{cases}
$$

and we let $\hat{x}_{i}(0)=-\infty$.
4. For all $\operatorname{str}\left(y_{j}\right)$, count the number of $\operatorname{str}\left(x_{i}^{h}\right)$ 's such that $\operatorname{str}\left(y_{j}\right)=\operatorname{str}\left(x_{i}^{h}\right)$.

Example 3. Let $x_{i}(1 \ldots 5)=(5,2,3,1,4)$ and let $y_{j}(1 \ldots 5)=(1,0,0,0,1)$. Then, $\operatorname{str}\left(x_{i}^{h}(k)\right)$ 's are as follows:

$$
\begin{aligned}
& \operatorname{str}\left(x_{i}^{0}\right)=\langle 1,1,1,1,1\rangle, \\
& \operatorname{str}\left(x_{i}^{1}\right)=\langle 1,1,1,0,1\rangle, \\
& \operatorname{str}\left(x_{i}^{2}\right)=\langle 1,0,1,0,1\rangle, \\
& \operatorname{str}\left(x_{i}^{3}\right)=\langle 1,0,0,0,1\rangle, \\
& \operatorname{str}\left(x_{i}^{4}\right)=\langle 1,0,0,0,0\rangle, \\
& \operatorname{str}\left(x_{i}^{5}\right)=\langle 0,0,0,0,0\rangle .
\end{aligned}
$$

In this case, the threshold $\gamma_{i, j}$ is between $\hat{x}_{i}(3)$ and $\hat{x}_{i}(4)$ because $\operatorname{str}\left(x_{i}^{3}\right)=\operatorname{str}\left(y_{j}\right)$.
The correctness of the algorithm is obvious. Since Step 3 and Step 4 take $O\left(m^{2} n\right)$ time, the total time complexity is $O\left(m^{2} n\right)$.

Proposition 2. The counting problem for qualitative relations can be solved in $O\left(m^{2} n\right)$ time.

### 4.2. A randomized algorithm

In order to develop a nearly optimal randomized algorithm, we modify the $O\left(m^{2} n\right)$ time algorithm, using the randomized fingerprint function $F_{p}$. The modification is very simple and is based on the following observation: when $F_{p}\left(\operatorname{str}\left(x_{i}^{h}\right)\right)$ is known, $F_{p}\left(\operatorname{str}\left(x_{i}^{h+1}\right)\right)$ can be computed in constant time by

$$
F_{p}\left(\operatorname{str}\left(x_{i}^{h+1}\right)\right)=F_{p}\left(\operatorname{str}\left(x_{i}^{h}\right)\right)-x_{i}(k) \cdot 2^{k-1} \bmod p,
$$

where $x_{i}(k)$ is the element at which $\operatorname{str}\left(x_{i}^{h+1}\right)$ differs from $\operatorname{str}\left(x_{i}^{h}\right)$. The following is the description of the randomized algorithm.

1. For all $y_{j}$, compute $F_{p}\left(\operatorname{str}\left(y_{j}\right)\right)$.
2. For all $x_{i}$ and for all $h \in\{0,1, \ldots, m\}$, compute $F_{p}\left(\operatorname{str}\left(x_{i}^{h}\right)\right)$.
3. For all $\operatorname{str}\left(y_{j}\right)$, count the number of $\operatorname{str}\left(x_{i}^{h}\right)$ 's such that $F_{p}\left(y_{j}\right)=F_{p}\left(\operatorname{str}\left(x_{i}^{h}\right)\right)$.

Here we consider the time complexity. Clearly, Step 1 takes $O(m n)$ time. From the observation mentioned above, Step 2 takes $O(m n)$ time too. Step 3 takes $O(m n \log (m n)$ ) time by using an appropriate search tree for $F_{p}\left(s \operatorname{tr}\left(x_{i}^{h}\right)\right)$ 's. Therefore, the total time complexity is $O(m n \log (m n))$.

As in the case of Boolean networks, the failure probability can be made less than $\frac{1}{n^{\alpha}}$ for any fixed constant $\alpha \geq 1$ under the standard RAM model, without increasing the order of the time complexity. Therefore, we have:

Theorem 8. The counting problem for qualitative relations can be solved in $O(m n \log (m n))$ time with high probability.

### 4.3. A deterministic algorithm

Although we have not yet succeeded in developing a nearly optimal deterministic algorithm for the counting problem for qualitative relations, we can develop an $o\left(m n^{2}\right)$ time deterministic algorithm.

Let $*$ denote the "don't care" character. That is, $*$ matches any single character. Then the following lemma is obtained by combining matrix multiplication with the idea used in pattern matching with don't care characters (Fisher and Paterson, 1974).

Lemma 1. Given strings $s^{1}, \ldots, s^{n}$ over an alphabet $\{0,1, *\}$ and strings $t^{1}, \ldots, t^{n}$ over an alphabet $\{0,1\}$ each of which has length $m$, all pairs $(i, j)$ such that $s^{i}$ matches $t^{j}$ can be enumerated in $O\left(\mathrm{mn}^{\omega-1}+\right.$ $m^{\omega-2} n^{2}$ ) time.

Proof. Let $s^{i}(k)$ (resp., $\left.t^{j}(k)\right)$ be the $k$-th letter of $s^{i}$ (resp., $t^{j}$ ). Then, $s^{i}$ matches $t^{j}$ if and only if there does not exist $k$ such that $s^{i}(k)=0 \wedge t^{j}(k)=1$ or $s^{i}(k)=1 \wedge t^{j}(k)=0$. This condition can be checked for all $s^{i}, t^{j}$ by using matrix multiplication as in Section 3.1.1.

The algorithm consists of two parts: rough matchings are first computed and then exact matchings are computed, where a similar technique was already used for pattern matching of 2-D figures (Amir and Farach, 1991). In order to find rough matchings, for each $x_{i}$, we make $M+1$ strings containing don't care characters (see Figure 2), where $M$ is to be determined later and we assume w.l.o.g. that $M$ divides $m$. We define $\widetilde{\operatorname{str}}\left(x_{i}^{h}\right)$ by

$$
\widetilde{\operatorname{str}}\left(x_{i}^{h}\right)=\left\langle\widetilde{\operatorname{sign}}\left(x_{i}^{h}(1)\right), \widetilde{\operatorname{sign}}\left(x_{i}^{h}(2)\right), \ldots, \widetilde{\operatorname{sign}}\left(x_{i}^{h}(m)\right)\right\rangle
$$

for $h=0, \frac{m}{M}, \frac{2 m}{M}, \ldots, \frac{m(M-1)}{M}$, where

$$
\widetilde{\operatorname{sign}}\left(x_{i}^{h}(k)\right)= \begin{cases}0, & \text { if } x_{i}(k) \leq \hat{x}_{i}(h), \\ *, & \text { if } \hat{x}_{i}(h)<x_{i}(k) \leq \hat{x}_{i}\left(h+\frac{m}{M}\right), \\ 1, & \text { if } x_{i}(k)>\hat{x}_{i}\left(h+\frac{m}{M}\right)\end{cases}
$$



FIG. 2. Construction of $\widetilde{\operatorname{str}}\left(x_{i}^{h}\right)$ for $h=10$, where $m=20, M=4$, and $x_{i}(1)<x_{i}(2)<\ldots<x_{i}(m)$ in this example.

Then the following is the description of the algorithm.

1. For all $\widetilde{\operatorname{tr}}\left(x_{i}^{h}\right)$ and for all $\operatorname{str}\left(y_{j}\right)$, examine whether or not $\widetilde{\operatorname{str}}\left(x_{i}^{h}\right)$ matches $\operatorname{str}\left(y_{j}\right)$.
2. For all pairs found in Step 1, examine whether any one of $\operatorname{str}\left(x_{i}^{h}\right), \operatorname{str}\left(x_{i}^{h+1}\right), \ldots, \operatorname{str}\left(x_{i}^{h+\frac{m}{M}-1}\right)$ matches $\operatorname{str}\left(y_{j}\right)$.

Here we analyze the time complexity. First we assume $m \geq n$. Clearly, Step 1 can be done in $O\left(M m n^{\omega-1}\right)$ time, using Lemma 1. Note that for each pair $\left(x_{i}, y_{j}\right)$, at most one $\widetilde{\operatorname{str}}\left(x_{i}^{h}\right)$ matches $\operatorname{str}\left(y_{j}\right)$. Moreover, in Step 2, we need to consider only a part of $\widetilde{\operatorname{tr}}\left(x_{i}^{h}\right)$ that consists of don't care characters. That is, we examine only exact matches of two strings with length $m / M$ for at most $n^{2}$ pairs. From Proposition 1, it can be done in $O\left((m / M) n^{2}\right)$ time. Therefore, the total time complexity is $O\left(M m n^{\omega-1}+(m / M) n^{2}\right)$ ). By letting $M=n^{\frac{3-\omega}{2}}$, the time complexity becomes $O\left(m n^{\frac{1+\omega}{2}}\right)$.

For the case of $m<n$, the total time complexity is $O\left(M m^{\omega-2} n^{2}+(m / M) n^{2}\right)$ ) because Step 1 takes $O\left(M m^{\omega-2} n^{2}\right)$ time. By letting $M=m^{\frac{3-\omega}{2}}$, the time complexity becomes $O\left(m^{\frac{\omega-1}{2}} n^{2}\right)$.

Theorem 9. The counting problem for qualitative relations can be solved in $O\left(m n^{\frac{1+\omega}{2}}+m^{\frac{\omega-1}{2}} n^{2}\right)$ time.

## 5. CONCLUDING REMARKS

In this paper, we presented improved algorithms for identification of Boolean networks and related biological networks. Although most of the proposed algorithms are not efficient in practice, the results show the existence of algorithms which are better than the naive algorithms.

If an ultimate matrix multiplication algorithm ( $\omega=2$ ?) were developed, the time complexity of the identification algorithm for a Boolean network of $D=2$ would be $O\left(n^{2} \log n+m n\right)$, which is nearly optimal in the case of $m \geq n$. However, it is still far from optimal when $m \ll n$. Therefore, development of faster algorithms, in particular, development of an algorithm for which the exponent of $n$ is less than 2 (for $D=2$ ) is an open problem. In the identification of functional relations, we assumed a fixed domain. Development of an $o\left(m n^{D}\right)$ time algorithm for any domain is also an open problem.
For the identification of qualitative relations, we considered only functions with one input variable. However, functions with multiple input variables should be treated. Although we have been trying to make a qualitative model including functions with multiple inputs (Akutsu et al., 2000), we have not yet succeeded in developing a satisfactory model. Therefore, development of such a model is important future work.
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