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ABSTRACT
Motivation: A major post-genomic scientific and techno-
logical pursuit is to describe the functions performed by
the proteins encoded by the genome. One strategy is to
first identify the protein–protein interactions in a proteome,
then determine pathways and overall structure relating
these interactions, and finally to statistically infer functional
roles of individual proteins. Although huge amounts of
genomic data are at hand, current experimental protein
interaction assays must overcome technical problems to
scale-up for high-throughput analysis. In the meantime,
bioinformatics approaches may help bridge the infor-
mation gap required for inference of protein function. In
this paper, a previously described data mining approach
to prediction of protein–protein interactions (Bock and
Gough, 2001, Bioinformatics, 17, 455–460) is extended to
interaction mining on a proteome-wide scale. An algorithm
(the phylogenetic bootstrap) is introduced, which suggests
traversal of a phenogram, interleaving rounds of compu-
tation and experiment, to develop a knowledge base of
protein interactions in genetically-similar organisms.
Results: The interaction mining approach was demon-
strated by building a learning system based on 1, 039
experimentally validated protein–protein interactions in the
human gastric bacterium Helicobacter pylori. An estimate
of the generalization performance of the classifier was
derived from 10-fold cross-validation, which indicated ex-
pected upper bounds on precision of 80% and sensitivity
of 69% when applied to related organisms. One such
organism is the enteric pathogen Campylobacter jejuni,
in which comprehensive machine learning prediction
of all possible pairwise protein–protein interactions was
performed. The resulting network of interactions shares an
average protein connectivity characteristic in common with
previous investigations reported in the literature, offering
strong evidence supporting the biological feasibility of the
hypothesized map. For inferences about complete pro-
teomes in which the number of pairwise non-interactions
is expected to be much larger than the number of actual
interactions, we anticipate that the sensitivity will remain
the same but precision may decrease. We present specific
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biological examples of two subnetworks of protein–protein
interactions in C. jejuni resulting from the application of
this approach, including elements of a two-component
signal transduction systems for thermoregulation, and a
ferritin uptake network.
Contact: dgough@bioeng.ucsd.edu

1 INTRODUCTION
The recent publication of the Human Genome Working
Draft Sequence (Lander et al., 2001; Venter et al.,
2001) is an unequivocal landmark in the advancement
of biological knowledge. However, even a completely-
sequenced genome presents only a coarse specification
for an organism’s proteomic complement, and cannot
provide understanding of biological function. A major
post-genomic scientific and technological pursuit is to de-
scribe the exceedingly diverse functions performed by the
proteins encoded by the genome. Within the cell, proteins
assemble into complex and dynamic macromolecular
structures, recognize and degrade foreign molecules,
regulate metabolic pathways, control DNA replication
and progression through the cell cycle, synthesize other
chemical species (Alberts et al., 1989), facilitate molec-
ular recognition, localize and ‘scaffold’ other proteins
within signal transduction cascades (Pawson and Scott,
1997), and participate in other important functions.

To appreciate the role of protein function, a description
of protein–protein interactions is a necessary first step.
After identifying the proteomic constituents, a rational
research strategy should then proceed in the direction of
information flow represented by Kanehisa (2000)

Interaction → Network → Function

The combinatorial expansion of information advancing
along this pathway is enormous. Given the volume of
proteomic data generated by high-throughput technologies
(Uetz and Hughes, 2000), description of protein function
must rely on the integration of empirical data with
bioinformatic comparative and predictive analyses.

The workhorse of experimental proteomics has been
the two-hybrid screen (Fields and Song, 1989). Although
criticized based on the accuracy of results and its labor-
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intensive nature (Enright et al., 1999; Ito et al., 2001), it
presently stands as the most viable technique for large-
scale characterization of protein interactions in complete
genomes (LeGrain and Selig, 2000). Protein chips may
eventually provide large-scale simultaneous protein–
protein interaction data (MacBeath and Schreiber, 2000),
but technical problems (denaturing, substrate biocompati-
bility) must be overcome to scale-up for high-throughput
analysis. Other approaches will undoubtedly become
prominent as proteomics technology continues to evolve.
A review of technological advances on this front can be
found in Mann et al. (2001).

In the meantime, bioinformatics approaches may help
bridge the information gap required for inference of
protein function.

1.1 Bioinformatic approaches to protein–protein
interactions

A number of different strategies have been proposed, in-
cluding network inference based on a reference map of
interacting domain profile pairs (Wojcik and Schächter,
2001), conserved gene-pairs and correlated prokaryotic in-
teracting gene products (Dandekar et al., 1998), clusters of
orthologous proteins (Tatusov et al., 1997), phylogenetic
profile (Pellegrini, 2001) or tree similarity (Pazos and Va-
lencia, 2001), gene fusion events (Marcotte et al., 1999),
location within a functional cluster map (Schwikowski et
al., 2000), and others. Because investigators concentrate
on different organisms, or reporting is confined to partial
hypothesized interaction results, it is difficult to compare
the predictive power of these various computational meth-
ods on an objective basis.

We previously reported a data mining technique (Bock
and Gough, 2001) wherein a Support Vector Machine
(SVM) learning system was trained on a limited, het-
erogeneous data set to recognize and predict protein
interactions based solely on primary structure and as-
sociated physicochemical properties. Testing against
previously unseen test samples, the system predictive
accuracy exceeded 80% over the ensemble of statistical
experiments. It was argued that such a system might be
used as a screening method to focus experimental assess-
ment of protein interactions. The remarkable success of
the methodology reported in Bock and Gough (2001) has
provided motivation for the present work, which is more
ambitious in scope. Our present objective is to expand
the range of prediction to whole-proteome ‘interaction
mining’ using computational statistical learning theory.

Interaction mining uses analogy between the proteomes
of two closely related organisms to predict protein–
protein interactions. A ‘template’ or design organism
provides a network of experimentally derived interactions,
and this pattern is used to infer the structure of an

interaction network in a related organism.† Given a list
of experimental interactions, all that is required to infer
the proteome-wide interaction map are the amino acid
sequences of the target organism. We refer to this approach
as ‘interaction mining’, in association with the concept
of data mining, which concentrates on the application
of specific algorithms for extracting structure from data
(Bradley et al., 1998).

To demonstrate the approach, we trained a learning sys-
tem to recognize correlated patterns of primary structure
within protein interaction pairs taken from the human gas-
tric bacterium Helicobacter pylori, associated with pep-
tic ulcers. A compendium of over 1, 200 H. pylori inter-
actions were recently reported (Rain et al., 2001). Heli-
cobacter pylori interaction data are used to train the sys-
tem, and to estimate the standard error of its generaliza-
tion capability. Primary structure data from a close phy-
logenetic neighbor within the Bacteria Kingdom, Campy-
lobacter jejuni, comprise the prediction data set. C. je-
juni is an enteric pathogen causing common symptoms
of food poisoning. Its infection is a precursor to a form
of neuromuscular paralysis known as Guillain–Barre syn-
drome (Parkhill et al., 2000). Both H. pylori and C. jejuni
are microaerophilic, gram-negative, flagellate, spiral bac-
teria. These orthologous bacteria represent model systems
for demonstration of the proteome-wide interaction min-
ing approach.

2 SYSTEM AND METHODS
The Support Vector Machine (Vapnik, 1995; Burges,
1998) can be trained to classify labeled empirical data
points by constructing an optimal high-dimensional deci-
sion surface that simultaneously maximizes the separation
between data classes, and minimizes the ‘structural risk’

R(α) =
∫

Z
Q(z, α)dF(z), α ∈ � (1)

with respect to parameters α using an independent, identi-
cally distributed (i.i.d.) sample Z = {z1, z2, . . . , zl} gener-
ated by an (unknown) underlying probability distribution
F , where Q is an indicator function, and � is a set of pa-
rameters.

The sample points zi = (xi , yi ) comprise protein fea-
tures xi ∈ R

n and their classifications yi ∈ {−1, +1}.
In practice, the learning task converges rapidly as a con-
strained quadratic programming is solved. The resultant
decision function h represents an hypothesis generator for
inference on novel data points, mapping them onto the

† After the original submission of this manuscript, the authors were made
aware of conceptually similar work reported in Wojcik and Schächter (2001).
In that investigation, a reference map of interacting protein domains was
combined with sequence similarity and clustering analysis to predict a new
interaction map in another organism.
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discrete set y, or h : x → y. This is a binary decision
(+1 ⇒ interaction, −1 ⇒ nointeraction).

2.1 Phylogenetic bootstrap
Building on previous work (Bock and Gough, 2001),
we propose that the support vector machine-learning
approach may be used to extrapolate from a protein inter-
action map in one organism to a complete map in a related
organism. Let us establish a framework for prediction
of whole-proteome interaction maps. The assumption in
Equation (1) of a fixed generative probability distribution
F(Z) is a key issue in the design of this data mining
application. A direct consequence of this assumption is
that a decision function h, developed from a training
sample Za taken from species Sa , may be used to predict
protein–protein interactions on a sample Zb from another
species Sb, provided that features of their respective
protoeomes are not too dissimilar in some sense, or

ρ (F(Za), F(Zb)) ≤ δ (2)

where ρ is a measure of distance between its arguments,
and δ is a constant. The statistic ρ is general, and may
be taken to signify cross-species similarity based on
genome-level ‘edit distance’ (Sankoff et al., 1992),
whole-proteomic content (Tekaia et al., 1999), or prox-
imity within phylogenies constructed from multi-domain
orthologous protein sequences (Brown et al., 2001), to
cite only three of many possibilities. For this discussion,
it is assumed that δ varies as 0 ≤ δ < ∞, where δ = 0 is a
proteome’s self-distance, and extreme mutual divergence
between two organisms is expressed in the limit as
δ → ∞.

We introduce here the phylogenetic bootstrap algorithm.
Bootstrap methods in applied statistical inference are nu-
merical techniques for estimating the standard error of ar-
bitrary test statistics (Efron and Gong, 1983). The phy-
logenetic bootstrap for protein–protein interaction mining
does not compute a statistic per se, but suggests a method
for incrementally ‘walking’ laterally across a phenogram,
interleaving rounds of computation and experiment, to de-
velop a knowledge base of protein–protein interactions in
genetically related organisms. Using the hypothesis h :
x → y (based on an assumed common probability dis-
tribution F(Z)), we infer the interactions within a sam-
ple taken from a distinct, evolutionarily similar proteome.
These predictions are a function of the generalization con-
fidence level derived from 10-fold cross-validation error
estimation (Stone, 1974). The probability of correctness
of a novel prediction may be estimated by

Pr{ŷ = y | h} = g(δ)(1 − εcv) (3)

where ŷ is the predicted interaction for a putative inter-
acting protein pair, y is the true state of nature, εcv is the

cross-validation error rate, and g(δ) is a decreasing func-
tion of the interproteomic distance (Equation (2)). A sim-
ple plausible (and conservative) form for the function g is
an exponential

g(δ) = e−λδ (4)

where λ is the rate of decay. Substituting this function in
Equation (3), the prediction confidence becomes

Pr{ŷ = y | h} = e−λδ(1−εcv), λ > 0, δ ∈ [0, ∞) (5)

Note that this representation is schematic. The value of
the decay parameter λ and calibration of the distance in
Equation (2) can only be determined after experimental
validation of the numerical predictions.

Upon completion of this process, predicted protein–
protein interactions in the novel organism may be used
to design successive genetic or biochemical experiments.
The results of these selected experiments are fed-back to
refine the current model, and flesh out empirical protein
interactions within the new proteome. This iterative pro-
cess may continue as long as certain criteria on acceptable
estimated prediction error rate and proteome similarity
remain satisfied. The steps comprising the phylogenetic
bootstrap as proposed in this investigation may be distilled
into an algorithm, described in Section 3.

2.2 Generalization potential
We estimate the expected value of the error rate of the
classifier h(α, x) using k-fold cross-validation on the
training sample Za . Here, we take k = 10, producing
a 10-fold cross-validation prediction error estimate. The
expected generalization error is taken as the average of
the classification error observed on each of the k data
folds. Averaging reduces the variance of this estimate
(Perrone, 1993). The prediction error derived from 10-fold
cross-validation is known to have low bias, and precision
approximating that of leave-one-out error estimation, at
lower computational cost (Martin and Hirschberg, 1996).

In this procedure, an SVM decision rule h(α, x) is
constructed k times, each time training on a different
set of example data points {Zm | Zm ⊂ Za, m ∈
1, . . . , (k − 1)}, and testing prediction accuracy on the
omitted set {Zn | Zn ⊂ Za, n 	= m}, where Zm

⋃
Zn =

Za . The number of prediction errors for each model is
accumulated, and the k-averaged expected value of the
individual data sets’ inferred classifiers is taken as the
system error rate estimate εcv . Note that the statistic εcv
is an estimate of the expected prediction error rate, and is
itself a random function of population, the sample taken
from that population, and the inference method. (Martin
and Hirschberg, 1996).

‘Prediction accuracy’ as used here means that a correct
declaration is made by the decision rule, or ŷ = y | h.
This can represent either a positive or a negative predicted
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protein interaction. If the cross-validation error rate is
expressed as a fraction assuming values 0 ≤ εcv ≤ 1.0,
the confidence level expected for predictions of putative
protein–protein interactions is given by the probability
expression of Equations (3)–(5).

3 ALGORITHM
The phylogenetic bootstrap algorithm is summarized in
this section.

(1) Input. First, it is necessary to specify the species
Sa, Sb subject to investigation. In general, some
existing protein interaction data may be at hand for
each proteome, although their relative cardinality
may be quite skewed. Our line of thought assumes
that no interaction data are available for Sb; we
have only a set of labels {Ya} corresponding to
experimentally verified interactions sampled from
the proteome of species Sa . These labels, along
with the amino acid sequence sets {sa} and {sb}
comprising the species respective proteomes, are
inputs to the algorithm. Other inputs required are
the inter-proteome distance δ (Equation (2)), and the
maximum acceptable rate of generalization error,
εmax

cv , where 0 < εmax
cv < 0.5.

(2) Construct features from training sample, based on
attributes of the primary structure sequences sa from
the training data set. Encoded attributes Xa for
entire proteomes may be derived from tabulated
residue properties including charge, hydrophobicity,
and surface tension as described previously (Bock
and Gough, 2001). At this stage, data preprocessing
including normalization and filtering should be
performed to produce a useful sampled attribute set
{x |x ∈ R

n, x ⊂ X}. A total of l data points z
are constructed by adding labels y to the accepted
feature vectors {x}, or zi = (xi , yi ), i = 1, . . . l.
The union of positively- and negatively-labeled
examples constitutes the training sample {Za}.

(3) Compute decision rule. Design an optimal support
vector machine to classify data points in the sample
{Za}. After learning, the system builds a decision
rule h that maps input data vectors xi onto the
classification space yi ∈ [+1, −1]. The numerical
sign of yi is interpreted as the likelihood that the two
proteins represented by xi will interact.

(4) Estimate CV error. Perform k-fold cross-validation
experiments on the training set. Segregate the ob-
servations {zk} within each data fold k, and train
a different SVM using data {zm} from each of the
k − 1 disjoint data folds {zm |zm ∈ Za, m 	= k}. Pre-
dict the class membership of the omitted points {zk}.
Accumulate the total number of misclassifications

observed in this process. Take the final k-fold aver-
age cross-validation error as the estimated expecta-
tion of generalization error rate εcv of the learner h.
The magnitude of this error estimate in practice will
be extended by some function of interproteomic dis-
tance, say g(δ).

(5) Construct features from novel sample. Construct
features {Xb} from sequences {sb} for the unlabeled
proteome Sb. All-vs-all pairwise interactions may
be represented in the prediction set. The same data
preparation process should be applied as carried out
in Step 1.

(6) Predict novel interaction network. Predict a new
network of protein–protein interactions {Ŷb} via the
trained system h(α) : xb → Yb, where α are param-
eters of the model. To the extent that the assumption
of proteomic similarity ρ (F(Za), F(Zb)) < δ

is satisfied, each point estimate is expected to
be accurate with a probability g(δ)(1 − εcv), or
Pr{ŷ = y | h} = g(δ)(1 − εcv).

(7) Validate sample experimentally. Take a random
sample from the protein interaction prediction
set Zb = {(x, ŷ)|x ⊂ Xb, ŷ ⊂ Y b} and verify
the predicted protein interactions (both positive
and negative) using experimental proteomics
techniques. Compare the experimentally observed
and calculated estimated prediction error rates.
Assert that the following statement holds true:
εv

cv ≤ εcv < εmax
cv , where the superscript v denotes

validation by biological experiment.

(8) Input. Select sequences {sc} from a new, related
organism {Sc} . The similarity assumption
ρ (F(Za), F(Zb)) < δ must still be maintained.

(9) Update training sample. Add sequences from the
validated prediction set to the training set, and
consider this expanded set as the training set for
the next iteration: {sa} = {sa} + {sb}. Update the
class labels by adding the prediction label set {Ya} =
{Ya} + {Ŷb}. Protein interactions for organism {Sc}
will now be computed.

(10) Iterate. Return to Step 1 and repeat the process. The
stopping condition for this iteration is violation at
any time of the assertions regarding the generaliza-
tion error rate, i.e. when the error rate from cross-
validation, εcv , exceeds the specified limit εmax

cv , or
when the experimental observations contain more
frequent errors than the calculated rate, or εv

cv ≥ εcv .

4 IMPLEMENTATION
4.1 Primary structure features
Our objective is to gain insight into protein interactions, if
possible using strictly amino acid sequence information.
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To teach a learning machine, it is necessary to portray
salient aspects of the data (the ‘features’) that intuition or
hypotheses suggest will contribute to effective learning of
the concept. The problem of feature selection is to define
descriptors which discriminate between two classes of
data, while inhibiting the irrelevant and redundant features
(Mangasarian, 1996).

Here, we sought to find the interacting protein pairs
within a complete proteome, for which experimental data
representing a negligible percentage of the total possible
pairwise interactions are available. We built feature
vectors for SVM training as described previously (Bock
and Gough, 2001), using native proteins directly sampled
from the proteome of Helicobacter pylori. The protein
interaction data were obtained from the online resource
as described in Section 2. Construction of the negative
examples was carried out following Assumption 2 (see
Section 4.3), which maintains that any pair of proteins not
labeled as mutually interacting in the design sample Z are
assumed to not interact. This represents another strong
assumption: we assume that the H. pylori design sample
reported in Rain et al. (2001) is complete in the sense that
all possible protein–protein interactions comprising the
proteome were discovered. Non-interacting protein pairs
are designated as negative interactions. In the absence of
further information, we must make this assumption, cog-
nizant that by labeling the sample in this manner we may
inadvertently commit a logical fallacy of argumentum ad
ignorantiam (argument from ignorance).

4.2 Proteome data quality control
Protein interaction examples are filtered to ensure high-
quality representation in the learning machine. In Step 1 of
the phylogenetic bootstrap algorithm (cf. Section 3), data
preprocessing is performed. This preprocessing typically
includes (1) scaling the feature vectors to equalize relative
numerical magnitudes of the disparate features, and may
be followed by (2) curation based on predefined criteria
or prior knowledge impacting confidence in the data set.
Scaling techniques are well-documented in the machine
learning literature, and will not be further discussed here (a
succint summary for applications can be found in Swingler
(1996)).

With regard to the second cited aspect of preprocess-
ing, we selected only positive samples for H. pylori inter-
actions where the estimated probability that the observed
interaction was found purely by chance (as a two-hybrid
artifact) was at most 1.0E − 6. In this case the origina-
tors of the data set assigned degrees of confidence to the
various interactions comprising the sample, according to a
model of competition for bait-binding between prey frag-
ments (Rain et al., 2001).

Commonly, a large percentage of the open reading
frames (ORFs) in a given genome remain experimentally

unobserved, and if sequential homology to a protein of
known function is not discovered, these proteins are la-
beled as ‘hypothetical’. The machine learning investigator
might be tempted to consider excluding such sequences
from the design sample. An overriding argument against
such action is the recognition of the fundamental objective
of assigning functional roles to the so-called ‘hypotheti-
cal’ protein sequences. Consequently, a concession must
be made to incorporate possible numerical artifacts,
learned from experimental data which may be fraught
with false positive and false negative interaction data. As
structural proteomics continues to fill in the gaps in our
knowledge in the future, these hypothetical proteins will
eventually be confirmed or invalidated experimentally.

4.3 Assumptions
Interaction mining analysis makes certain assumptions
about the distributions of proteomic data in the design
sample Z (recall discussions in the context of Equa-
tion (2)). Other assumptions inherent in this approach
include Bock and Gough (2002):

4.3.1 Static intracellular state. If proteins A and B
interact in the design species Sd , they will also interact if
co-occurring in a novel species Sn . This assumption may
not be generally valid for where physiological conditions
present in Sn differ relative to Sd .

4.3.2 Coverage of design sample. Any pair of proteins
(A, B) not labeled as interactors in the design sample Z
are assumed to not interact. This is a subtle but significant
point that must be held in mind when interpreting predic-
tion results.

4.3.3 Physical proximity. The all-vs.-all interacting
mining technique selects interaction pairs based on
correlated patterns of primary structure, and does not dis-
criminate protein subcellular location. In particular cases,
additional information regarding subcellular location
might offer insight regarding prediction practicability.
Such analysis could be done in a separate post-mining
filtering step.

4.3.4 Simple interactions. Only binary interactions are
represented; complexes of proteins with more than two
components are only inferred indirectly in post-mining
analysis. Dynamic multiprotein complexes (Gavin et al.,
2002) are not directly resolved (but, may be inferred after
the fact, with details of each component protein’s inter-
action surface characteristics (Finley and Brent, 1994)).
Also, pairwise interactions predicated upon modifications
to protein A (e.g. phosphorylation, glycosylation, prote-
olytic cleavage) prerequisite to its recognition by B are
excluded from the prediction space.
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5 DISCUSSION
For the design organism Helicobacter pylori strain 26695,
a total of 1039 protein interactions were selected for
analysis. Interactions were identified from the database
provided online at http://pim.hybrigenics.com. From the
nominal H. pylori proteomic complement of N = 1555
sequences, a sample of 1039 non-interacting sequences
was selected according to the various data filtering
procedures described in Section 4, and following the
assumption of comprehensive coverage in the positive
design sample (Section 4.3 ). This created a balanced
representation of each data class to train the learning
system, the total sample length being l = 2078 obser-
vations. Each sample point zi = (xi , yi ), i = 1, . . . , l
was constructed from primary structure features xi ∈ R

n

and their interaction class labels yi ∈ {−1, +1} (see
Section 2).

5.1 Cross-validation results from H. pylori
The learning machine generates an interaction hypothesis
ŷ for each data point x via the computed decision surface
h : x → y. Define the null hypothesis H0 to mean
that no interaction is present between a pair of proteins,
or H0 : y | x = −1. The alternative hypothesis is
HA : y | x = +1. There are two types of statistical
errors that may occur on each decision ŷ. (1) If H0 is
true and is rejected (ŷ = +1, y = −1), the machine
commits a Type I error, or ‘false positive’ decision. (2)
If H0 is false (interaction present) and is not rejected
(ŷ = −1, y = +1), a Type II, or ‘false negative’ error,
is made.

The 10-fold cross-validation prediction error estimates
obtained on the design sample are presented in Table 1.
Results are shown for three conventional statistical instru-
ments used to evaluate the performance of classifiers in
machine learning applications. These include the sensitiv-
ity, precision and accuracy (Kohavi and Provost, 1998).
Sensitivity is calculated as S = T P/(T P + F N ), where
T P = number of true positive interaction decisions, and
F N = number of Type II errors. Precision is computed
as P = T P/(T P + F P), where F P is the number of
Type I errors made by the system. Accuracy expresses the
overall correctness rate of the system, and is computed as
A = (T P + T N )/(T P + T N + F P + F N ). Here, T N
represents the number of true negative classifications.

The cross-validation measurements summarized in
Table 1 are comparable to previously published predictive
results (Bock and Gough, 2001). On average, three of four
SVM predictions were correct when applied to the unseen
data partition. The precision was 80%, suggesting a strong
level of confidence in positive interactions detected by
the system. Precision expresses the rate of Type I error
suppression. Sensitivity observed in cross-validation was

Table 1. 10-fold cross-validation performance estimate derived from classi-
fiers trained on examples from the design organism H. pylori

Precision Sensitivity Accuracy

80.2 68.6 75.8

High precision indicates the suppression of Type I (false positive) errors.
High sensitivity means that Type II errors are suppressed by the decision
function (i.e. low false negative rate). Numbers are expressed as
percentages. Data sample size N = 1880.

69%, which indicates the true positive rate of the decision
function.

Recalling Equations (3)–(5), the expected precision of
the classifier’s performance in the novel organism will be
less than 80%. The actual performance decrement cannot
be evaluated until biological experiments validate or
invalidate the testable hypotheses comprising the network
of interactions. At present we can only estimate the upper
bound on the precision of this set of generated hypotheses.

For inferences about complete protemes in which the
number pairwise non-interactions is expected to be much
large than the number of actual interactions, we anticipate
that the sensitivity will remain the same but the precision
may decrease.

5.2 C. jejuni interaction hypotheses
The level of estimated generalization obtained from
leave-one-out analysis of the H. pylori proteome supports
confidence in the prediction of protein–protein interac-
tions in Campylobacter jejuni. C. jejuni and H. pylori are
close phylogenetic relatives (see, e.g. Figure 1 in Eisen
(2000)), displaying highly-similar constitutent protein
domains ‡ and genomic content (Tekaia et al., 1999,
Figure 2). The C. jejuni proteome contains 1613 proteins,
of which all possible unique pairwise protein–protein
interactions (1 300 078 pairs) were encoded as features
and added to the sample Xb for interaction mining.
Using one of the 10 classifiers h(α, x) developed during
cross-validation analysis on the design organism, an
interaction hypothesis was generated for each data point
in this sample. A total of 5367 distinct protein–protein
interactions were declared by the decision function. Each
protein comprising the C. jejuni interaction map was
predicted to have, on average, biological connections with
3.33 other proteins.

By way of discussion of the predicted C. jejuni protein
interaction network, we first discuss general scaling prop-
erties of the map, comparing these to investigations ap-
pearing in the literature. Secondly, some specific biolog-
ical examples produced by the interaction mining proce-
dure will be examined in greater detail.

‡ Source: EBI Proteome Analysis Database http://www.ebi.ac.uk/proteome/
comparisons.html.
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5.3 Scaling properties of map
Objects in nature which are invariant with respect to
certain transformations are said to scale (Mandelbrot,
1977). We observed here that the inferred C. jejuni
protein–protein interaction map shares a key topological
scaling property in common with previous proteome-wide
investigations: the average connectivity of the interaction
network. The agreement between the present results and
the cited works, which represent a variety of investigations
on different organisms, offers strong evidence supporting
the biologically feasibility of the hypothesized map.
Another scaling property, namely the distribution of sizes
of ‘clusters’ of binary protein–protein interactions, varied
significantly between the present investigation and a
previous study (Jeong et al., 2001).

5.3.1 Network connectivity. A basic, large-scale archi-
tectural statistic describing a protein interaction map is the
average number of connections between a given protein
and other proteins in the map. Let us call this the ‘average
connectivity’ of the map. Table 2 lists data collected from
several different proteome-scale investigations on differ-
ent organisms. It can be seen that on average, 3.33 pro-
teins are linked to each protein in the C. jejuni interaction
map. This level of connectivity compares favorably to the
other investigations cited in the table, especially to the ex-
perimental data from (Rain et al., 2001), which provided
the design sample for training the learning system in the
present investigation.

Table 2 contains a column entitled ‘Proteome coverage’,
defined here as the estimated number of distinct proteins
involved in interactions as a fraction of either the total pro-
teomic complement or assay depth for a given organism.
Note that the inferred network of interactions in this in-
vestigation has full coverage, that is, each protein is ex-
pected to participate in at least one biological interaction.
Although this level of coverage is higher when compared
to estimates made from other investigations in the table,
a recent investigation focused on elucidating multiprotein
complexes in S. cerevisiae indicates higher connectivity
densities (0.78) than previously observed (Gavin et al.,
2002).

5.3.2 Cluster size distribution. In Jeong et al. (2001), it
is argued that the most highly-connected proteins within a
cell are also the most critical for its survival. In studies in-
volving the protein interaction network of Saccharomyces
cerevisiae, they derived scaling laws describing the dis-
tribution of numbers of connections between proteins in
the network. Power-law scaling characteristics were found
common to both S. cerevisiae and H. pylori, indicating the
possibility of a universal large-scale structure in biological
networks.

Table 2. Comparision of proteome-wide interaction map connectivities for
different organisms found in the literature

References Organism Method Proteomic Average
coverage connectivity

1 S. cerevisiae Experiment 0.55 1.388
2 S. cerevisiae Experiment 0.26 1.523
3 E. coli Prediction 0.10 2.14
4 C. jejuni Prediction 1.00 3.33
5 H. pylori Experiment 0.47 3.36
6,7 S. cerevisiae Experiment 0.17 3.2, 4.5 − 5.8
8 C. elegans Experiment ?? 5.4

‘Proteome coverage’ is the estimated number of distinct proteins involved
in interactions as a fraction of either the total proteomic complement or
assay depth for a given organism. ‘Average connectivity’ refers to the
average number of interaction partners per protein comprising the map.
References: 1. (Ito et al., 2001); 2. (Schwikowski et al., 2000); 3. (Wojcik
and Schächter, 2001); 4. Present investigation; 5. (Rain et al., 2001); 6.
(Uetz et al., 2000); 7. (Tucker et al., 2001); 8. (Walhout et al., 2000a). Note:
in Tucker et al. (2001), a retrospective reanalysis of data originally reported
in Uetz et al. (2000) resulted in an updated estimated average connectivity
of 4.5 − 5.8 for S. cerevisiae

In that investigation, network architectural details for S.
cerevisiae showed that the largest and smallest clusters
of connected proteins constituted 0.7 and 93% of the
total number of proteins comprising the map, respectively.
A large interaction cluster was defined as one with
> 15 links, while small clusters had ≤ 5 binary
connections to other proteins. In the present investigation,
we found similar connectivity distribution properties in
the predictions for C. jejuni only for the largest clusters,
i.e. those where n > 15 partners per protein mode were
predicted. The inferred map has a much larger distribution
of small- to medium-sized clusters by comparison, as
summarized in Table 3. One explanation for this variance
might be represented in arguments put forth in Hasty
and Collins (2001), where it is noted that the power-
law cluster size distribution is characteristic of networks
in a state of transitory expansion. It follows that protein
interaction network connectivity is a dynamic feature;
different connection properties would be expected at
different states in an organisms’ evolution.

5.4 Selected biological examples
In this section, we present specific biological examples
of protein–protein interactions predicted for C. jejuni,
exemplifying the type of information that may be extracted
from the application of this approach. This represents only
a sampling of the subnetworks automatically generated by
the interaction mining procedure.

5.4.1 Thermoregulation. Two-component signal
transduction systems are essential in the regulation
of many bacterial functions, including chemotaxis,
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Table 3. Distribution of protein interaction cluster sizes compared to Jeong
et al. (2001)

Ref. Large clusters % Medium clusters % Small clusters %

1 0.7 6.3 93
2 1.054 38.0 60.9

A cluster size represents the average number of interactions (edges) each
protein (node) shares with other proteins. ‘Large’ clusters refer to instances
of proteins with a large number of partners (n > 15); ‘medium’ cluster
nodes have 5 < n ≤ 15, and in ‘small’ clusters each protein has, on
average, n ≤ 5 connections to other proteins. Numbers are expressed as
percentage of total number of proteins comprising the map. References: 1.
Jeong et al. (2001); 2. Present investigation

metabolism, and the response to environmental stress.
The two-component mechanism constitutes a membrane
environmental sensor and a cytoplasmic regulator. This
mechanism typically involves autophosphorylation of
histidine residues on the sensor protein, which then acts
as a kinase for the regulator, the phosphorylation of
which induces transcriptional activation appropriate to the
chemical or thermal stimulus (Klumpp and Krieglstein,
2002).

Elements of a hypothesized a two-component ther-
moregulation signalling pathway in C. jejuni are presented
in Figure 1 and Table 4. The figure displays only a subnet-
work of interactions comprising the primary interaction
partners of the sensor and regulator proteins. Each protein
node is labeled by its corresponding ORF designation.
The two-component sensor (Q9PN36) is functionally
linked to the putative heat-shock regulator (Q9PN67) via
an intermediary protein Q9PMG7. Heat-shock proteins
are known to solubilize misfolded or denatured proteins
in case of extreme thermal insult to the cell (Alberts et al.,
1989).

The intermediate protein Q9PMG7 is designated as
‘hypothetical’, meaning it has sequential similarity to
other proteins of unknown function. This 180-residue
protein contains two possible sites for phosphorylation
(casein kinase II, tyrosine) as detected by PROSITE search
(Bairoch et al., 1997). It is a feasible hypothesis that
this previously uncharacterized protein may play a role in
transferral of the message from sensor to regulator in the
C. jejuni thermoregulation signalling pathway.

If elements of this inferred pathway are validated in wet-
biological studies, we suggest the possibility of its manip-
ulation or obstruction using antibiotic agents. As recently
noted, targeted inhibition of histidine kinase signal trans-
duction pathways in bacteria may have beneficial effects
for host mammals, in which cellular signal transduction
proceeds according to a different mechanism (Matsushita
and Janda, 2002).

Q9PN67

Q9PNF5

Q9PNF4

Q9PNF3

Q9PNF1

Q9PMG7

Q9PN36

Q9PNF8 Q9PNF7

Q9PNF6

Q9PNG1

Q9PNL8

Fig. 1. Principal components of an hypothesized two-component
thermoregulation signalling pathway in C. jejuni. Shown is a
subnetwork of interactions comprising the primary interaction
partners of the sensor (Q9PN36) and regulator (Q9PN67) proteins.
Each protein node is labeled by its corresponding ORF designation.
The previously uncharacterized protein Q9PMG7 may play a role
in transferral of the message from sensor to regulator in the
thermoregulation signalling pathway.

Table 4. Principal components of an hypothesized a two-component
thermoregulation signalling pathway in C. jejuni

ORF Status Annotation Partners

Q9PN36 A Two-component sensor Q9PNL8,Q9PNG1,Q9PMG7
Q9PN67 P Heat shock regulator Q9PMG7,Q9PNF8,Q9PNF7,

Q9PNF3,Q9PNF1,Q9PNF5,
Q9PNF6,Q9PNF4

Q9PMG7 H Protein Cj1495c Q9PN36,Q9PN67

‘Status’ refers to the functional annotation status of the ORF, with
H = hypothetical, P = putative, A = annotated

5.4.2 Ferric uptake and regulation. The storage and
regulation of iron levels is a fundamental aspect of
cellular survival for Gram-negative bacteria. Iron is a
non-abundant essential nutrient that is toxic in excessive
concentrations, necessitating its regulation within the cell.
In C. jejuni, ferritins (iron-storage proteins) are also
involved in oxidative stress resistance (Andrews, 1998).

A subnetwork of putative protein interactions integral
to ferric uptake and regulation processes is shown in
Figure 2. This interaction group comprises proteins
linking the extracellular signal (Q9PJA5, putative integral
membrane protein) to the regulatory (P48796, ferric up-
take regulation) and transcriptional machinery (Q9PNK3,
leucyl-tRNA transferase; Q9PN44, polyribonucleotide
nucleotidyltransferase) within the cell. Such a connection
is required to respond to dynamically changing require-
ments for iron storage or removal. Q9PNK3 is predicted
to interact with Q9PMS3, a putative ferredoxin that may
play a role in the intracellular redox system.
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Table 5. Principal components of an hypothesized ferric uptake regulation pathway in C. jejuni

ORF Status Annotation Partners

P48796 A Ferric uptake regulation protein Q9PNK3,Q9PNK2,Q9PNK1,Q9PNG1,Q9PMG7

Q9PNK3 A Leucyl-tRNA synthetase Q9PMS3,Q9PN43,Q9PMS4,Q9PN44,Q9PJA5

Q9PMD5 A Possible bacterioferritin Q9PI17,Q9PHR6,Q0ZI13,Q9PI37,Q9PMG7

‘Status’ refers to the functional annotation status of the ORF, with H = hypothetical, P = putative, A = annotated

P48796

Q9PMG7

Q9PNG1

Q9PNK3

Q9PMS3

Q9PN43

Q9PMS4

Q9PN44

Q9PJA5
Q9PNK2

Q9PNK1

Q9PNK0

Q9PMD5

Q9PI17

Q9PHR6

Q9ZI13
Q9PI37

Fig. 2. Principal components of an hypothesized ferric uptake
regulation pathway in C. jejuni. Each protein node is labeled by
its corresponding ORF designation. The figure shows a subnetwork
of predicted protein interactions linking the extracellular signal
(Q9PJA5, putative integral membrane protein) to the regulatory
(P48796, ferric uptake regulation) and transcriptional machinery
(Q9PNK3, leucyl-tRNA transferase; Q9PN44, polyribonucleotide
nucleotidyltransferase). Such connection is required to respond
to changing requirements for iron storage or removal. Protein
Q9PMD5 (possible bacterioferritin) may participate in redox stress
resistance, by storing iron in a soluble, non-toxic form. Q9PMD5
is linked to a 30S ribosomal protein (Q9PI17) suggesting that this
system may be involved in protection of the ribosomal machinery
from iron toxicity.

Another key protein in this figure is Q9PMD5 (possible
bacterioferritin) that may be instrumental in redox stress
resistance, by storing iron in a soluble and non-toxic form.
Q9PMD5 is linked to a 30S ribosomal protein (Q9PI17)
which may suggest that this system is also involved in
protection of the ribosomal machinery from iron toxicity.
It is of interest to note that the hypthetical protein
Q9PMG7 appears again in this inferred scenario of iron
regulation. While a functional role has not been assigned
for this protein, is it possible that it participates in many
pathways within the cell. Recall Jeong et al. (2001), where
it was argued that the most highly-connected proteins in
protein interaction networks are most crucial to a cell’s
viability. Perhaps this protein carries such signficance
within C. jejuni. This question awaits further proteomic
study and validation.

The protein components central to the hypothesized
ferric uptake interaction cluster are summarized in
Table 5.
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