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Abstract

Many recent technologies have been designed to supplant conventional metaphase CGH technology with the goal of refining the description of
segmental copy number status throughout the genome. However, the emergence of new technologies has led to confusion as to how to describe
adequately the capabilities of each array platform. The design of a CGH array can incorporate a uniform or a highly variable element distribution.
This can lead to bias in the reporting of average or median resolutions, making it difficult to provide a fair comparison of platforms. In this report,
we propose a new definition of resolution for array CGH technology, termed “functional resolution,” that incorporates the uniformity of element
spacing on the array, as well as the sensitivity of each platform to single-copy alterations. Calculation of these metrics is automated through the
development of a Java-based application, “ResCalc,” which is applicable to any array CGH platform.
© 2007 Elsevier Inc. All rights reserved.
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Array comparative genomic hybridization (aCGH) has
rapidly supplanted conventional metaphase CGH as the
standard protocol for identifying segmental copy number
alterations in disease state genomes [1,2]. Currently, many
genome-wide aCGH platforms are available that span the
human genome at specific intervals to facilitate mapping of
genetic alterations; however, these platforms are often described
only by the number of elements present on the array or the
average element spacing, which may not accurately reflect the
relative performance of one platform to another, especially
given the potential for highly variable element distribution
throughout the genome being interrogated (Table 1) [2–12].

The primary concerns a user may have in selecting an aCGH
platform for gene discovery are “What is the minimal alteration
size that can be reliably detected?” “How precisely will the
alteration boundaries be defined?” and “What are the sample
requirements?” In this study we derive new performance
definitions through the introduction of “functional resolution,”
a new metric that incorporates the distribution of array data

points, and describe a Java-based application “ResCalc,” which
automates the calculation of performance metrics for any aCGH
platform (including any species and arrays covering only
specific chromosomal segments). In addition, we discuss the
practical performance characteristics and sample requirements
of the major human aCGH platforms.

Results and discussion

Alteration detection is dependent on array element distribution

It is important to take into account the distribution and length
of array elements to determine accurately the detection
sensitivity to various alteration sizes (Fig. 1). A common
practice is to utilize average or median element genomic
spacing as a definition of resolution even when the distribution
of array elements is nonuniform. However, it is an over-
simplification to assume a uniform distribution of array
elements and calculate resolution as the number of elements
divided by the genome size [13]. Another misstatement is to
define the resolution of an array by the length of the array
elements. For example, it would be erroneous to claim that an
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array consisting of 100-bp elements offers a resolution of
100 bp—unless every element was tiled contiguously. In this
case the concept being relayed is the increased sensitivity of a
single array element to a small alteration, not the overall
resolution of the array. To cover the entire genome at this
resolution would require approximately 30 million contiguous
array elements. As this example demonstrates, a simple report
of the number of measurements performed and the size of each

element is an unreliable method for determining the actual
utility of a platform in detecting an alteration of a given size.

We propose that the detection sensitivity of an array is best
described by the probability of detecting any alteration of a given
size. As discussed by Davies et al. [2] the probability of detecting
an alteration can be calculated for all possible alteration sizes by
determining the percentage of alterations of a given size that
would reside between adjacent array elements (Fig. 2A). Fig. 2B
demonstrates the result of applying this definition to several key
array platforms using the ResCalc algorithm. Tiling arrays using
large-insert clones such as bacterial artificial chromosomes
(BAC) demonstrate very robust performance due to the uniform
distribution of elements across the genome and the presence of
very few gaps in the genomic coverage [5,14] (Fig. 2B). Due to
the reduced sensitivity of large-insert clones to alterations
smaller than 50 kb, oligonucleotide platforms offer better
theoretical performance in detecting small alterations [3,8,15].
The Nimblegen 385,000 oligonucleotide array offers the highest
theoretical performance of all platforms, detecting 95% of 15-kb
alterations (Fig. 2B). The probabilities of detecting alterations
drop drastically for the lower density platforms at small alteration
sizes, with the Affymetrix 100K platform detecting less than
55% of 27-kb alterations and 25% of 10-kb alterations (Fig. 2B).

Evaluation of practical performance

Due to various sources of experimental noise, optimal
performance is rarely attainable for any array CGH platform.

Table 1
Comparison of array CGH technologies

Platform Technology Functional resolution Sample
labeling

Sample
requirements

Notes

Theoretical
sensitivity

Single-copy
sensitivity

Breakpoint
precision

Nimblegen 385K Oligonucleotide
(45–85 nt)

15 kb 54 kb* 24 kb Whole
genome

1–3 μg *Single-copy sensitivity is estimated based
on analysis parameters described in Selzer et al.

Agilent 244A Oligonucleotide
(60 nt)

36 kb 36 kb 56 kb Whole
genome

0.5 μg
(1 μg with
dye flip)

DNA amplification reduces DNA requirements
to 0.1 μg of DNA per slide (0.2 μg with dye flip)
(not tested in this study)

Affymetrix GeneChip
human mapping
500K set

Oligonucleotide
(25 nt)

41 kb 75 kb 74 kb PCR
reduction

0.5 μg Platform is also used for LOH analysis

Submegabase Resolution
Tiling (SMRT) set

Large insert
clone (BAC)

50 kb 50 kb 152 kb Whole
genome

0.1 μg High-level amplifications below 50 kb may be
detectable; this is not indicated.

Affymetrix GeneChip
human mapping
100K set

Oligonucleotide
(25 nt)

271 kb 476 kb 528 kb PCR
reduction

0.5 μg Platform is also used for LOH analysis

VUMC MACF human
30K

Oligonucleotide
(60 nt)

1.05 Mb 1.32 Mb 1.94 Mb Whole
genome

0.3 μg Invitrogen has recently released a 50K
oligonucleotide library suitable for array CGH
including intragenic oligonucleotides

Illumina Linkage IV Oligonucleotide
(40 nt)

1.35 Mb 2.66 Mb 2.06 Mb PCR
reduction

1 μg Illumina has recently released a 100K
(Infinium) assay. Both platforms are also used
for LOH analysis.

UPenn Large insert
clone (BAC)

1.99 Mb 1.99 Mb 3.15 Mb Whole
genome

1 μg Sample requirement is likely 100 ng due to
use of BAC clones

Spectral Chip 2600 Large insert
clones (BAC)

2.65 Mb 2.65 Mb 4.55 Mb Whole
genome

1 μg
(2 μg with
dye flip)

Sample requirement is likely 100 ng due to
use of BAC clones

HumArray 3.2 Large insert
clone (BAC)

5.07 Mb 5.07 Mb 8.75 Mb Whole
genome

0.6 μg Sample requirement is likely 100 ng due to
use of BAC clones

Fig. 1. Schematic overview of array CGH platform designs. BAC arrays are
typically produced with uniform genomic distribution or with overlapping/tiling
clones. Oligonucleotide arrays may also be produced with uniform genomic
distribution; however, for some platforms the need for genome reduction
labeling steps or design biased toward transcriptional sites leads to nonuniform
element distribution causing local resolution to vary drastically.
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Although high-level amplification may be readily detectable
with all platforms regardless of noise, the ability to detect
single-copy gains will be dependent on both the noise of the
platform and the ratio response of each element. To detect a
single-copy alteration with confidence, the average ratio for a
region of copy number gain must differ from the average ratio
for a normal portion of the genome by at least 1 standard
deviation. When the intrinsic noise of a platform does not allow
separation of single-copy alterations this can be compensated
for through pooling multiple array elements by averaging to
reduce the overall noise of the profile [16].

For cross-platform comparison of noise and ratio response,
we use the human breast cancer cell line BT474, which has
previously been characterized by high-resolution FISH map-
ping. It contains a near-tetraploid genome with 104 chromo-
somes per nucleus (an average of 4.5 copies of each
chromosome) [17]. The ratio separation produced by a single-
copy gain can be inferred by comparing chromosome bands
8p11–p12 and 8q22, which are present at 4 and 6 copies,
respectively, in each BT474 nucleus (2:3 copy number ratio)

(Fig. 3A). Fig. 3B shows the copy number profiles for BT474
generated by expert groups using their preferred platforms. By
calculating the average log2 ratio and standard deviation for
8p11–p12 and 8q22 and pooling various numbers of array
elements, we can determine the performance of each platform.
Fig. 3C demonstrates the results of comparing average log2
signal ratios based on individual and pooled elements for each
platform. The SMRT array did not require pooling of elements
and thus a single-copy change may be reliably detected by a
single array element. This criterion is also applicable to the
UPenn, Spectral Chip 2600, and HumArray v3.2 platforms,
which use BACs as array elements. The Agilent 244A platform
demonstrated the highest sensitivity of the oligonucleotide
platforms, with a single element being sufficient to detect a
single-copy alteration, while the Affymetrix and VUMC
platforms required pooling of three and two elements,
respectively, to allow separation of single-copy differences
(Fig. 3C). It is worth noting that the Agilent 244A data represent
the result of a dye flip array pair. To determine the effect of this
transformation on functional resolution we compared the noise
levels in the individual hybridizations to the averaged ratios
(data not shown). Both of the hybridizations had noise levels
sufficient to detect a single-copy change with a single array
element (data for 8p11–p12 demonstrated between 0.9 and 1.1
times the standard deviation of the same region in the pooled
data set). However, despite the minimal improvement to overall
experimental noise in this example, it is worth noting that
the single spot per locus design of the Agilent platform
makes it difficult to determine if a single clone is a true posi-
tive or the result of a hybridization artifact without a replicate
hybridization.

Data were not available for Nimblegen 385,000 element
platform; as a result we utilized the definition provided by
Selzer et al. to determine that at least five elements must be
affected to detect a single-copy alteration [15].

Similarly, the Illumina Linkage IV platform performance is
expected to be comparable to the Affymetrix platforms due to
the use of short oligonucleotides and similar sample labeling
technology [9].

Fig. 3D demonstrates the output of ResCalc for several
human array platforms, repeating the computation described for
theoretical detection sensitivity and incorporating the need to
pool various numbers of array elements to allow detection of
single-copy alterations. Although high-level changes such as
homozygous deletions and amplifications below 50 kb may be
detectable with large insert clone arrays such as the SMRT,
UPenn, Spectral Chip 2600, and HumArray v3.2 platforms,
sensitivity to single-copy alterations is greatly reduced in this
size range and this sensitivity is reflected by not calculating
performance metrics below 50 kb.

Using this metric the Agilent 244A platform demonstrates
the highest performance for single-copy alterations between 1
and 49 kb (8.7 to 97.5%). The SMRT array demonstrates the
highest performance above 50 kb (98.2 to 99.9%). As alteration
sizes approach 500 kb the Agilent 244A, SMRT, Nimblegen
385K, and Affymetrix 500K platforms demonstrate very similar
performance (Fig. 3D).

Fig. 2. Theoretical detection sensitivity. (A) Detection sensitivity for each array
platform was calculated based on the percentage of possible alterations of a
given size that interact with at least one array element (blue bars). To determine
the proportion of alterations of size n bp detectable by an array platform we first
defined the set of all possible alterations (possible alterations are represented by
red and green bars) of size n bp for all genomic regions covered by the array
(excluding centromeres and acrocentric regions). We then calculated the
percentage of alterations not detectable as those that are completely contained
within each coverage gap. (B) Detection sensitivities for each platform are
plotted for alteration sizes from 1 to 500 kb; the alteration size at which a
platform exceeds a 95% detection rate defines the optimal sensitivity of that
platform.
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Mapping of breakpoints is dependent on local resolution

In addition to concerns regarding the minimum alteration
size that can be reliably detected, the user requires informa-
tion regarding the precision with which the boundaries of an
alteration can be defined. An optimal measurement of edge
precision takes into account the fact that the mapping of an
alteration boundary is dependent on the distance to the nearest

unaffected array element (Fig. 4A). In the case of overlapping
array elements (for example, overlapping large-insert clones),
breakpoints can be mapped to within a single array element
and thus the intra- and interelement spacing should also be
taken into account. Although the probability of detecting a
breakpoint within an array element in an oligonucleotide
platform or interval-based large-insert clone array element is
lower, the reduced ratio response of a partially gained/lost
clone may also be utilized in positioning a breakpoint. Thus,
by incorporating the end-to-end spacing between each array
element end, we can determine the proportion of the genome
represented by intra/interelement intervals smaller than a
given size. We can then determine the proportion of break-
points (one potential breakpoint per nucleotide position in the
genome) that can be defined with at least the threshold level
of precision. This becomes our measurement of edge
precision (Fig. 4A). Fig. 4B demonstrates the precision out-
put of ResCalc for several key human aCGH platforms. We
observe that increasing the number of array elements dras-
tically changes the slope of the edge precision curve, resulting
in a large proportion of edges being detectable at higher
levels of precision. The current maximal theoretical perfor-
mance is demonstrated by the use of the 385,000 oligonu-
cleotide Nimblegen array, followed by the Agilent 244A and
Affymetrix 500K arrays, with the relatively uniformly distri-
buted clone ends on the SMRT array demonstrating the fourth
best precision.

Defining functional resolution

It is apparent that increasing the number of array elements
does not result in a linear increase in performance (Figs. 2–4).
Factors including element size and uniformity of element
distribution are key contributors to the theoretical performance
of an array platform. In defining the functional resolution of an
array platform, we propose integrating these metrics into the
description of each technology. If we are analyzing samples in
the context of mapping genetic alterations, it is prudent to

Fig. 3. Single-copy detection sensitivity. (A) The BT474 cell line contains an
average of 4.5 copies of each chromosome. Previous FISH studies characterized
chromosome 8 into segments with 4, 5, and 6 copies. Comparing the ratios
observed for 6 and 4 copies we can simulate the performance of a 3:2 copy
number ratio. (B) Comparison of copy number profiles of chromosome 8 across
three platforms. (C) Determination of the number of elements that must be
pooled to allow detection of single-copy alterations. BT474 profiles were used
to determine the number of elements that must be pooled to separate the average
ratios for 4 and 6 copies by at least 1 standard deviation (indicated by *) for the
SMRT, Agilent, VUMC, and Affymetrix platforms (the noise of the Affymetrix
Mapping 10K is projected to be equivalent to the 100K and 500K sets due to the
use of genomic reduction steps and identical oligonucleotide design strategy).
(D) Single-copy alteration detection sensitivities for each platform are plotted
for alteration sizes from 1 to 500 kb; the alteration size at which a platform
exceeds the 95% detection rate defines the optimal sensitivity of that platform.
Each platform was penalized based on the number of elements that must be
pooled according to the calculation described in (C). Data were not available for
the Nimblegen platform; the data are adjusted to incorporate pooling of five
elements as described in Selzer et al. [15]. Similarly, data were not available for
the Illumina platform; due to the similar probe length and labeling technology
compared to the Affymetrix platform, a three-clone requirement was assumed.
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assume that resolution may be best defined by the level of
performance (sensitivity and precision) that is applicable to
describing 95% of genomic alterations. Thus the alteration size
at which only 1 in 20 single-copy genomic alterations escape
detection will define the practical sensitivity of a platform,
while the alteration size at which 1 in 20 high-level copy
number alterations escape detection defines the theoretical
sensitivity. Incorporating these measurements as well as the
precision demonstrated for 19 in 20 breakpoints will define the
functional resolution of the platform (Figs. 2–4). Table 1 lists
the functional resolutions (as determined by the ResCalc
application) of all platforms discussed in this study. It is
noteworthy that no one platform demonstrates the highest
performance for all metrics at this time. The Nimblegen 385,000
element platform demonstrates the current maximum precision
of 24 kb and theoretical resolution of 15 kb; however, single-
copy alteration sensitivity is limited to 54-kb alterations.

Similarly the Agilent platform demonstrates the highest
single-copy number alteration sensitivity of 36 kb; however,
precision is limited to 56 kb (Table 1). It is obvious that
oligonucleotide platforms demonstrate improved sensitivity to
single-copy alterations as they increase their density; however,
this is currently practical only for specific loci as whole human
genome arrays with very high densities currently span more that
two chips [15].

Sample considerations

A key consideration in selection of an aCGH platform is
whether it is suitable for analyzing the type of samples at hand.
Formalin-fixed paraffin-embedded (FFPE) samples are cur-
rently restricted to platforms that do not require probe
complexity reduction steps (such as the Illumina and Affymetrix
platforms). Currently low-yield FFPE samples are most
applicable to large-insert clone platforms such as the SMRT
array, while oligonucleotide platforms that lack genome-
complexity reduction steps in probe generation may be capable
of analyzing these samples as well, depending on attainable
DNA yield [14,16]. Sample DNA amplification can drastically
reduce the amount of primary material required; however, noise
and bias are introduced by nonlinear amplification of sequences,
limiting utility in the analysis of limited yield clinical specimens.
Currently several platforms are capable of analyzing unampli-
fied samples with limited yield (less than 1 μg), including all
large-insert clone platforms (the Spectral Chip 2600 uses 1 μg of
DNA if the dye flip experiment is excluded) and the VUMC and
Affymetrix oligonucleotide platforms (including the Agilent
244A platform if the dye flip experiment is excluded).

Selecting a platform

It is important to note that attaining the highest possible
resolution is not the only factor in determining the platform best
suited to a particular analysis. High-resolution arrays demon-
strate a significant cost increase over low-resolution platforms,
which may be more appropriate depending on the hypothesis of
the study at hand [16]. Another important consideration is the
utility offered by combined LOH/CGH platforms, which can
increase our understanding of cryptic copy number alterations
(an important consideration is the percentage of heterozygous
calls obtained in an average reference sample, which will
determine the probability of generating a usable LOH call in a
specific alteration) [8,9,18]. Taking these concerns into account
as well as the theoretical and practical sensitivity, breakpoint
precision, and sample requirements (both quality and DNA
yield) will help determine the platform best suited to approach
each biological hypothesis.

Conclusions

In this cautionary note, we highlight that the extrapolation of
local resolution could misrepresent “functional resolution” of an
aCGH platform across the genome. Our proposed metrics
incorporate the distribution of array elements, allowing a more

Fig. 4. Breakpoint precision. (A) The precision with which a breakpoint can be
defined is derived from the genomic distance between each element end (as
alteration boundaries can be defined to reside within an array element). The set
of all interelement end gaps in the genome can then be determined (a to l) and
sorted by increasing size. The percentage of the genome covered by interelement
end gaps less than n bp in width (example size of gap “d”) defines the proportion
of breakpoints that demonstrate a precision of at least n bp (assuming 1 possible
breakpoint per base pair). (B) Breakpoint precisions for each platform are
plotted for alteration sizes ranging from 1 kb to 1 Mb; the precision level at
which a platform exceeds 95% defines the optimal breakpoint precision of that
platform.
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objective comparison of array platforms. We envision that
standard calculations of performance such as functional
resolution as defined by ResCalc will prove invaluable in the
future description/comparison of aCGH platforms.

Materials and methods

Array platform data sources

Array mapping files were obtained from the Gene Expression Omnibus
(http://www.ncbi.nlm.nih.gov/projects/geo/) for the Agilent (GEO Accession
No. GPL4091), VUMC (GEO Accession No. GPL2827), and Spectral Chip
2600 (GEO Accession No. GPL3780) platforms. Mappings were acquired from
manufacturer Web sites for the Affymetrix 100K/500K (www.affymetrix.com),
Illumina IV (www.illumina.com), HumArray 3.2 (cancer.ucsf.edu/array/
services.php#humanBAC), SMRT (www.bccrc.ca/cg/ArrayCGH_Group.html),
and UPenn (www.genomics.upenn.edu/people/faculty/weberb/CGH/html/
downloads.htm) platforms. The Nimblegen 385K mapping was acquired from
an internal hybridization results file.

For oligonucleotide platforms often only one mapping position is provided
for an oligo; in this case the position of the second end is derived by adding 1
oligo size to the provided base pair position. In the case of the Nimblegen
platform, which uses isothermic oligos of varying sizes, we based our
calculations on an average 60-bp oligo length applied to each element. Similarly
for the HumArray data, several BAC clones had only one base-pair position
associated and the second end was assumed to be 150 kb distal.

BT474 data files were acquired from the following sources: SMRT
(GEO Accession No. GSM69198), VUMC (GEO Accession No. GSM73557),
Affymetrix (http://research.dfci.harvard.edu/meyersonlab/snp/snp.htm). The
Agilent 244A data were generated from an averaged dye flip experiment
performed by Agilent Technologies using their standard protocols (www.
opengenomics.com) and have been submitted to GEO (GEO Accession No.
GSE6415). Array data are also available from the System for Integrative
Genomic Microarray Analysis (SIGMA) interactive Web database (http://sigma.
bccrc.ca), which was used to generate the image in Fig. 3B [19].

Implementation of ResCalc

ResCalc is implemented as a command line-executable Java application.
The application requires JRE 5.0 update 7.0 or better. Briefly, the application
requires a tab-delimited text file describing the chromosomal position of each
element present on the array and the base-pair coordinates of the start and end of
each array element. Additionally a file that annotates the location of the
centromere on each chromosome described in the platform file is required. There
is no restriction on the number or names of chromosomes in either the platform
or the centromere description file, thus the algorithm can be run on arrays
covering any portion of the any genome. The executable, centromere description
files for several human genome sequence builds and documentation are
available at http://sigma.bccrc.ca/ResCalc.html.

Calculation of optimal detection sensitivity

The optimal detection sensitivity for a platform is calculated as follows.
First, the set of all interelement gaps is defined as the set of all positive

differences between the end base-pair position of one array element and the start
base-pair position of the next array element, excluding differences that include
the centromere of the chromosome being examined. The number of potential
alterations of a given size is defined such that one alteration may start at each
unique base-pair position of the genome being interrogated.

The number of alterations of a given size that will be contained completely
within a gap represents the alterations that will escape detection with the current
array platform. This is calculated by subtracting the current alteration size from
each interelement gap and summing the positive residuals.

The total size of the interrogated genome is then calculated as the sum of all
center-to-center element intervals and is used to define the percentage of
possible alterations that will be detected under optimal conditions as 1 −
(number of alterations missed/genome size).

Calculation of practical detection sensitivity

The first step in calculating the practical sensitivity for an array platform is to
determine the number of elements that must be averaged to reduce the variation
in the data enough to allow detection of a single-copy alteration (defined as
separating a region of normal copy number from a region of single-copy gain by
1 standard deviation).

The calculation is then performed similar to the calculation for optimal
detection sensitivity with the following modifications. The number of clones
that must be averaged to detect a single-copy change defines the penalty. The
interelement gaps are defined as the set of positive differences between the
end base-pair position of one element and the start base-pair position of the
element exactly penalty − 1 elements away. If this spacing is greater than the
alteration size being interrogated the number of alterations missed is defined
as follows:

If the base-pair start position of the next element outside of the penalty
window − the alteration size is less than the base-pair position of the end of the
next clone, the number of alterations missed is defined as the interval between
the end of the current clone and the position defined above. Otherwise the
number of alterations missed is defined as the interval between the current
element’s end base-pair position and the end base-pair position of the next array
element.

Calculation of breakpoint precision

The percentage of breakpoints that may be mapped with a precision of at
least n bp is defined as the cumulative distribution of interelement end base-pair
intervals (excluding intervals that span a centromere) > the currently
interrogated level of precision.
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