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Abstract

We present novel kernels that measure similarity of two RNA sequences, taking account of their
secondary structures. Two types of kernels are presented. One is for RNA sequences with known
secondary structures, the other for those without known secondary structures. The latter employs
stochastic context-free grammar (SCFG) for estimating the secondary structure. We call the latter
the marginalized count kernel (MCK). We show computational experiments for MCK using 74
sets of human tRNA sequence data: (i) kernel principal component analysis (PCA) for visualizing
tRNA similarities, (ii) supervised classification with support vector machines (SVMs). Both types
of experiment show promising results for MCKs.
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1 Introduction

Due to the recent success of the support vector machines (SVMs) in many practical problems, emerging
kernel methods are appealing in the area of bioinformatics. For instance, SVMs are well known
for their performance superiority in many real-world problems such as text-categorization, pattern
recognition and, especially now, biological sequence data analysis. Examples for biological sequence
data analysis are protein family clustering [4], promoter classification [10] and homology detection [3].
However, to our knowledge, kernel methods have not been applied to RNA sequence data analysis.
The primary reason is that it is hard to define a kernel function to reflect the secondary structures
of RNAs. For defining the similarity (or kernel) between two RNAs, simple sequence comparison (e.g
BLAST) is never enough because the sequences can form stems, hairpins, bulges etc. In addition,
string kernels [14] including the spectrum kernel [7] do not define RNA similarities because they do
not take into account the secondary structures.

In this paper, we propose a new method for designing a kernel for RNAs. First we will consider
a case in which the secondary structure of two RNAs is known and represented using context-free
grammar (CFG) where a state (or a non-terminal) is associated with one or two base(s) in an RNA
sequence. A feature vector is constructed by counting the base-state combinations and the kernel is
defined as the dot product between two vectors. We call this the “count kernel for RNAs”. This
concept can be generalized to take into account the consecutive two base-state combinations. We
call this kernel the “2nd order count kernel for RNAs”. However, it is often the case that the RNA
secondary structure is not known, but estimated with some probabilistic model such as stochastic
context-free grammar (SCFG). In such cases, we use the expectation of the count kernel with respect
to the secondary structure. We call this the “marginalized count kernel for RNAs”. Similarly, a
second-order version can be obtained. Note that these kernels are generalized versions of the kernels
proposed for HMMs by Tsuda et al. [13]. We performed computational experiments using human tRNA
sequence data, which are a visualization of sequence similarities using kernel PCA and a supervised
classification using SVMs. For the latter, we compared the performance of the classifications with and
without MCKs.



A Novel Kernel Method for RNA Sequence Data Analysis 113

2 Kernels for RNAs

2.1 Representing RNA Secondary Structures

We use CFG to represent RNA secondary structures because it is capable of representing common
RNA structural patterns e.g. stems, hairpins, and bulges. Consider a tiny RNA sequence as shown in
Figure 1(a) for example. The secondary structure of the RNA can be written as generative rules of
the CFG:

S → R1, R1 → P1a, P1 → gP2c, P2 → gP3c, P3 → gL1c, L1 → cL2, L2 → aL3, L3 → uE,

where P represents the state that emits a canonical base pair. R and L correspond to the states that
emit a single base to right and left, respectively. S and E are special states that do not associate
with any symbols but represent start and end, respectively. The generative rules are interpreted as
R1 emits “a” to the right and makes transition to P1, then P1 emits “g” to the left and “c” to the
right simultaneously, followed by a move to P2, and so on.

The generative rules can be represented as a state-path in a matrix. Figure 1(c) shows a matrix
representation of the generative rules. We call it the CFG matrix that represents how CFG states are
associated with the sequence. For example, P at (1, 9) corresponds to a pair of 1st base “g” and 9th
base “c”, L at (4, 6) corresponds to 4th base “c” and R at (1, 10) corresponds to 10th base “a”.

2.2 Kernel Design for Known RNA Structures

1st order count kernel We represent an RNA secondary structure as a vector by counting the
occurrence of each base-state combination. We devise a base-state vector for the sample RNA sequence
presented in Figure 1(a) as: (a,R) × 1, (gc, P ) × 3, (c, L) × 1, (a, L) × 1, (u,L) × 1, while the other
combinations such as (c,R), (au, P ), etc. simply count as zero. These numbers build up a 12 (= 4×3)
dimensional real-value vector (for the dimension, 4 bases for each of L and R, and 4 canonical base
pairs for P ). We call this vector the count feature vector.

Let us represent the CFG matrix as W and an RNA sequence as x = (x1, x2, · · · , xn) where xi

corresponds to a base in the sequence. The count feature vectors are defined as follows:
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where z ≡ {x,W} is a sequence combined with a CFG matrix, 1/n is a normalization factor in regard
to the length of sequence n, and δ [x = y] = 1 if x = y else 0.

We define the 1st order count kernel which is a dot product of the two count feature vectors. It
represents the similarity between two sequences:
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Table 1: Values of 4V
`|r which represent if the state V emits a

symbol to the left or the right. “1” indicates the occurrence
of emission while “0” indicates no emission.

V P L R

4V
` 1 1 0

4V
r 1 0 1

2nd order count kernel We also define the 2nd order count kernel where we count the combination
of two consecutive states and the associated bases. The 2nd order count kernel corresponds to a bi-
gram model of an RNA sequence with the secondary structure information. The bi-gram model
is known to be able to take account of implicit but essential information for identifying biological
sequences [1, 5].

We define the 2nd order count feature vector which has 144 (32 × 42) dimensions. The scheme of
the counting is shown in Figure 2. There are nine types of the 2nd order count feature vectors with
respect to base-state combinations. We denote these vectors as follows (only three of them are listed
here):
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where 4V
` and 4V

r are binary flags indicating whether V emits a symbol to the left (4V
` ) and the

right (4V
r ). See Table 1 for actual values. We define the 2nd order count kernel using the vectors as

follows:
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where
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The limitation of these kernels is that computation is only possible if the states, i.e. the secondary
structures, are known. However, since several RNA prediction algorithms are available, we can use
such algorithms with our kernels.
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Figure 1: An example of an RNA sequence and a representation of the secondary
structure using the CFG matrix. (a) a tiny RNA sequence and its secondary struc-
ture. The parentheses represent base-pairings. (b) a hairpin-like structure of the
RNA. (c) the secondary structure represented in the CFG matrix. The arrows show
that one or two symbols correspond to a certain state.
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Figure 2: The counting scheme of the 2nd
order count feature vector from a CFG ma-
trix. An exemple sate-path is shown as R, P ,
P and L. Note that each state is associated
with one or two bases (arrows). The rectan-
gles surrounding each pair of states indicate how
consecutive two states are counted. It reads
[(R, a), (P, gc)], [(P, gc), (P, cg)], [(P, gc), (L, g)],
and so on. There are 144 possible combinations
to be counted. Thus, the 2nd order count fea-
ture vector has 144 dimensions.
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3 Kernel Design for Unknown RNA Structures

Using algorithms for secondary structure prediction such as Nussinov [9] or Zuker algorithms [17, 15,
16] is an approach to build the CFG matrix without the secondary structure information a priori.
However, since we do not know the correct structure, we can take account of all probable structures.
Instead of having the explicit states in the CFG matrix W , we can estimate probabilities for each
state placed at (i, j) by using a stochastic prediction algorithm such as SCFG. We use SCFG for this
purpose; the details of SCFG are presented in next section. Here we will coninue to focus on our
kernels.

3.1 Marginalized Count Kernel (MCK)

In this case, it is not possible to compute δ [W (i, j) = V ] as used in the count feature vectors (Eqs. 1
to 3). Instead, we compute a probability for the condition W (i, j) = V with SCFG. Then we replace
δ [W (i, j) = V ] with a probability 0 ≤ p(W (i, j) = V ) ≤ 1. Therefore, the probabilistic versions of the
count feature vectors are written as:
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Let us call this vector the 1st order marginalized count feature vector. The 1st order marginalized

count kernel can be defined as:
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3.2 2nd Order MCK

We use a joint probability instead of the δ functions used in the 2nd order count feature vectors (Eqs.
4 to 6). The joint probability represents a probability to have a state V at W (i, j) succeeded by a
state Y at W (i + 4V

` , j −4V
r ):

ξV Y (i, j) ≡ p(W (i + 4V
` , j −4V

r ) = Y,W (i, j) = V |x), (13)
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which is a parameter commonly computed for the SCFG learning algorithm. The 2nd order marginal-
ized count feature vectors are defined as follows (only three equations out of nine are listed here):
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The other varieties of g(x)s are derived in the same manner. Hence, the 2nd order MCK is defined as:
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4 SCFG

SCFG can be defined with two sets of parameters. One is a set of transition probabilities and the
other a set of emission probabilities. Each state transition has a transition probability. We denote a
transition probability from state V to Y as tV (Y ). We write the emission probability for state P as
eP (a, b). Since L and R emit a single base, their emission probability is written as eL|R(a).

SCFG parameters are trained with expectation-maximization learning using a standard inside-
outside algorithm [6]. Maximizing the likelihood of each sequence leads to maximizing the expectation
to use the state P because the pair-wise emission is more economic than are the single emission
states such as L and R to annotate the sequence. Therefore, the expectation-maximization learning
corresponds to the Nussinov algorithm which estimates a secondary structure in a way to maximize
the occurrence of base-pairs. However, the same learning algorithm behaves like the Zuker algorithm
with appropriate parameter settings in regard to the stacking energies.

We replace the CFG matrix with a probability matrix in which each element corresponds to a
probability to have a state V at W (i, j). We denote the probability as p(W (i, j) = V |x), which can
be computed using the inside parameter αV (i, j) and the outside parameter βV (i, j):

p(W (i, j) = V |x) =
1

p(x|θ)
αV (i, j)βV (i, j). (18)

In addition, the probability used for the 2nd order MCK (Equation 13) can be represented as follows:

ξV Y (i, j) =
1

p(x|θ)
βV (i, j)tV (Y )αY (i + 4V

` , j −4V
r ). (19)

For full details of SCFG, please refer to an appropriate textbook (e.g. [2]) for a complete description.
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5 Computational Experiments

We present some computational experiments using human tRNA sequence data to evaluate the per-
formance of MCKs.

5.1 Data Set

We use 74 human tRNAs: 25 Ala-AGC, 26 Asn-GTT and 23 Cys-GCA (i.e. three sequence classes),
retrieved from GtRDB [8] (http://rna.wustl.edu/GtRDB/). These amino-acid/codon combinations
are chosen because they count major populations in human tRNAs of GtRDB. The sequence data are
processed not to include any identical sequences so that all sequences become unique. While most of
the sequence lengths are 73 bp, they range from 71 to 76 bp.

5.2 SCFG

We use a simple SCFG for modeling generic RNA features; this involves three non symbol emitting
states in addition to the state described in Section 2. They are a bifurcation state B and its child
states SL and SR. The bifurcation state is needed for representing multi-loop structures. SL and SR

are unrelated to the secondary structures; they are included for implementation convenience of our
SCFG software. Thus, 8 states are used for SCFG. Non-canonical base pairs such as G-U and U-G
are not considered because the occurrence of such base pairs is rare and makes little contributions to
model improvements while at the same time making the model more complex.

SCFG is represented as a 8×8 transition matrix and three 4×4 emission matrices which are bound
to three emission states i.e. P , L and R. The initial transition/emission probabilities for these states
are uniform e.g. transition probabilities from P to the other states are all equally set. No constraints
in regard to the stacking energy are applied. No information of secondary structures is given a priori.

5.3 Kernel Principal Component Analysis

Method Kernel PCA is performed so that we can visualize similarities of tRNA sequences in terms
of the 1st and 2nd order MCKs. In order to suppress the performance contribution from SCFG, SCFG
is trained using the whole 74 sequences as the learning data set. Therefore, SCFG is expected to learn
a common feature shared by the sequences, i.e. a common secondary structure of tRNAs. Since the
1st and 2nd order MCKs are computed over the SCFG, a similarity is expected to be computed within
a context of a common tRNA secondary structure. Thus, the major difference is thought to come
from essentially different compositions per each sequence or each class such as anti-codon stems. The
1st/2nd order MCK is generated as a 74×74 square matrix where each element represents a pair-wise
similarity between each pair of tRNAs. These kernel matrices are used for the computation of kernel
PCA.

Results Figure 3 shows the results of kernel PCA based on the 1st order MCK (left) and the
2nd order MCK (right). The two figures clearly demonstrate performance differences of the 1st and
2nd order MCKs. The 1st order MCK discriminates almost all of the Asn-GTT tRNAs from the
other tRNAs. The 2nd order MCK correctly identified Cys-GCA tRNAs from Ala-AGC tRNAs.
Another notable observation is featured in the black box located at left most-side of both figures
and the white box located beneath the “+” cluster. The black and white boxes correspond to the
following sequences: “chrNA random.trna1-AsnGTT Sc: 25.89 Pseudo” and “chr8.trna11-AlaAGC
Sc: 22.95 Pseudo”, respectively. Since the GtRDB entries are prediction-results generated with a
fast and accurate program named tRNA-scan-SE [8], fairly low prediction scores of the outliers (avg.
score: Asn-GTT 59.8, Ala-AGC 58.6) and their remarks as “Pseudo” (3 “Pseudo”s in Ala-AGC, 4
in Asn-GTT) indicate the possibility of their being false positives, which is known to be rare for
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Figure 3: Two results of kernel PCA for 74 human tRNA sequences. White boxes,
black boxes and plus symbols represent Ala-AGC, Asn-GTT and Cys-GCA, respec-
tively. The left figure shows a result based on the 1st order MCK where only two
classes are recognized while the Cys-GCA tRNAs are totally submerged in the Ala-
AGC cluster. The figure on the right represents the result of the 2nd order MCK
where three clusters are almost clearly separated.

tRNA-scan-SE. It is worth mentioning that ours is a novel method for validating results of automated
structural RNA prediction programs.

5.4 Supervised Classification

Method In supervised classification based on SCFG likelihood, an SCFG is trained with the training
sequences per sequence class. In the classification of a test sequence, the likelihoods of all SCFGs are
computed and the sequence is assigned to the class with the largest likelihood.

On the other hand, when SVMs are used for the classification, the MCKs (1st and 2nd order) are
first computed as in the kernel PCA case (i.e. SCFG is trained using 74 sequences). Then SVMs are
trained due to the “one-against-others” scheme: each SVM is trained with the training sequences of a
class as positive samples and those of the other classes as negative samples. In classification of a test
sequence, the outputs of all SVMs are computed and the sequence is assigned to the class with the
largest output.

For the cross-validation, we divided 74 sequences into training/testing data as follows: 10 sequences
per class, thus 30 sequences, are randomly chosen for testing; the rest are used for training. In both
the likelihood and SVM experiments, the training/testing stage is iterated 250 times.

Results In Figure 4, the averaged ROC curves for each of the three classes are shown. Note that
ROC curves are plots of the fraction of false-positives (FFP) fp

tn+fp
versus the fraction of true-positives

(FTP) tp
tp+fn

. The 2nd order MCK yielded the best results. Although the curves tend to fluctuate
due to small number of test data, overall performance differences are obvious. The 2nd order MCK
exibited stable performance which constantly scores over 0.8 FTP at zero false positives (FFP=0). The
performance of the 1st order MCK is not as strong. This result corresponds with the observations we
made on the kernel PCA. In fact, the 1st order MCK tends to perform worse than the raw likelihood
classification at the point of zero false positives; and in the case of Cys-GCA against others, it performs
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worse than the raw likelihood classification.

6 Discussion and Conclusion

Our kernel design was applied to RNA sequences for which no other kernels have been used. It is
worth noting that the 2nd order MCK possibly exploits the stacking energy which is indispensable
for the secondary structure (Figure 5). Although a detailed modeling of RNAs requires massive
implementation of SCFG states [11], the 2nd order MCK facilitates feature-extraction considering
the stacking energy even with a simple SCFG that does not have the energy information. This is
because, in terms of the marginalized kernel, the design of a kernel and a model are separated [13].
Besides, the introduction of MCKs sheds a new light on RNA sequence data analysis. Without the
kernel, the performance of a stochastic model such as SCFG relies on a simple discriminator called
likelihood, which is essentially a weighted average of all parameters. However, it is apparent that
the whole information contained in parameters in such stochastic models is far more complicated and
richer than the likelihood. In fact, the limitation of the likelihood is the major issue when it comes
to a practical analysis against large scale data, for instance, the bold challenge issued by Rivas and
Eddy [12]. Therefore, allowing further exploitation of the parameters using MCK makes sense.

7 Software

All computations introduced here are realized as a computer program: SOKOS-a SOftware for Kernel

computation Over SCFG; an SCFG program that is capable of computing kernels as well as basic SCFG
functions for learning and evaluation. This software is available at http://www.cbrc.jp/~taishin/
sokos/. For a notion of the actual computating situation, we used a personal computer equipped
with dual Pentium-III 1GHz and 2GB memory. SOKOS (multi-threaded) finishes SCFG training and
kernel computations (1st and 2nd) within 10 minutes at 2–3 MB memory usage for the tRNA data
set.
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