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The support vector machine, as a novel type of learning machine, for the first time, was used to develop a
QSAR model of 57 analogues of ethyl 2-[(3-methyl-2,5-dioxo(3-pyrrolinyl))amino]-4-(trifluoromethyl)-
pyrimidine-5-carboxylate (EPC), an inhibitor of AP-1 and NF-κB mediated gene expression, based on
calculated quantum chemical parameters. The quantum chemical parameters involved in the model are Kier
and Hall index (order3) (KHI3), Information content (order 0) (IC0), YZ Shadow (YZS) and Max partial
charge for an N atom (MaxPCN), Min partial charge for an N atom (MinPCN). The mean relative error of
the training set, the validation set, and the testing set is 1.35%, 1.52%, and 2.23%, respectively, and the
maximum relative error is less than 5.00%.

1. INTRODUCTION

In this section, the special function of a series of analogues
of EPC was described simply first. Then, the application of
quantitive structure-activity relationship (QSAR) on drug
design was introduced. Finally, the advantages and disad-
vantages of the techniques commonly used in QSAR were
displayed, and new techniques need to be introduced in order
to design drugs better.

1.1. Special Function of the Analogues of EPC.T-
lymphocytes (T-cell) orchestrate both the initiation and the
propagation of various immune responses through the
secretion of protein mediators termed cytokines. These
cytokines play a significant role in a number of inflammatory
diseases such as asthma, psoriasis, rheumatoid arthritis, and
transplant rejection. Several studies have shown that T-cell
driven immune responses appear to overreact in these disease
states.1 In activated T-cells, transcription factors such as the
activator protein-1 (AP-1) regulate IL-2 and matrix metal-
loproteinases production, while the nuclear factor-κB (NF-
κB) is essential for the transcriptional regulation of the
proinflammatory cytokines IL-1, IL-6, IL-8, and TNF-a.
Based on these findings, it appears that inhibition of AP-1
and NF-κB transcriptional activation in T-cells may represent
an attractive target in the development of novel antiinflam-
matory drugs.

Very few compounds are known to inhibit both the AP-1
and NF-κB mediated transcriptional activation.2 Recently,
Moorthy S. S. Palanki et al. synthesized a series of novel
compounds (Figure 1, Table 1) and tested them in Jurkat

T-cells stably transfected with promoter-reporter gene con-
structs driven by an AP-1 binding site and a NF-κB binding
site.3 However, no quantitative structure-activity relationship
(QSAR) model has been reported to date.

To further design new drugs with high activity, it is very
necessary and urgent to investigate quantitative structure-
activity relationships of the series of compounds.

1.2. Application of QSAR on Drug Design.The advent
of combinatorial chemistry in the mid-1980s has allowed
the synthesis of hundreds, thousands, and even millions of
new molecular compounds at a time. Nevertheless, even this
level of compound production will fall short of exhausting
the trillions of potential combinations within a few thousand
years. The need for a more refined search than simply
producing and testing every single molecular combination
possible has meant that statistical methods and, more
recently, intelligent computation have become an integral
part of the drug production process. Structure-activity
relationship (SAR) analysis is one technique used to reduce
the search for new drugs. It also presents an extremely
challenging problem to the field of intelligent systems. A
successful solution to this problem has the potential to
provide significant economic benefit via increased process
efficiency.4

The underlying assumption behind SAR analysis is that
there is a relationship between the variation of biological
activity within a group of molecular compounds with the
variation of their respective structural and chemical features.
The analyst searches for a rule or function that predicts a
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Table 1. Structures of the Analogues of EPC
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molecule’s activity from the values of its structural descrip-
tors. The aim of SAR analysis is to discover such general
rules and equations. QSAR involves modeling a continuous
activity for quantitative prediction of the activity of previ-
ously unseen compounds. The advances in quantitative
structure-activity relationship (QSAR) studies have widened
the scope of rationalizing drug design and the search for the
mechanisms of drug actions.

1.3. The Techniques Commonly Used in QSAR.Arti-
ficial intelligence techniques have been applied to SAR
analysis since the late 1980s, mainly in response to increased
accuracy demands. Machine learning techniques have, in
general, offered greater accuracy than have their statistical
forebears, but there exist accompanying problems for the
SAR analyst to consider. Neural networks, for example, offer
high accuracy in most cases but can suffer from overfitting

Table 1 (Continued)
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the training data.5 Other problems with the use of neural
networks concern the reproducibility of results, due largely
to random initialization of the network and variation of
stopping criteria, and lack of information regarding the
classification produced.5 Genetic algorithms can suffer in a
similar manner. The stochastic nature of both population
initialization and the genetic operators used during training
can make results hard to reproduce. Owing to the reasons
outlined above, there is a continuing need for the application
of more accurate and informative techniques to SAR
analysis.4

The support vector machine (SVM) is a new algorithm
from the machine learning community. Due to its remarkable
generalization performance, the SVM has attracted attention
and gained extensive application.4,6,7-11

In this paper, we built the model of the 2D-QSAR model
based on support vector machines which recently developed
from the machine learning community, with structural
descriptors calculated by the software CODESSA, to explore
the correlations of the molecular structure and the activity
of a series of novel compounds.

2. DATA DESCRIPTION

2.1. Data Set.The target compounds are the derivatives
of 1,3-diazine (pyrimidine) with a similar skeleton (see
Figure 1, Table 1). The biological activity expressed by IC50

(the 50% inhibitory concentration to AP-1 and NF-κB
mediated transcriptional activation in Jurkat T-cells) was
taken from ref 3. In this article, the biological activity was
expressed by PIC50 (that is -logIC50). The data set was
divided into a training set of 45 compounds, a validation set
of 6 compounds, and a test set of 6 compounds by random.

2.2. Descriptor Calculation.The three-dimensional struc-
tures of the molecules were drawn with the ISIS DRAW
program. The final geometries were obtained with the
semiempirical AM1 method in the HYPERCHEM program.
All calculations were carried out at restricted Hartree-Fock
level with no configuration interaction. The molecular
structures were optimized using the Polak-Ribiere algorithm
until the root-mean-square gradient was 0.001. The resulting
geometry was transferred into software CODESSA, devel-
oped by the Katritzky group,12,13 that can calculate consti-
tutional, topological, electrostatic, and quantum chemical
descriptors and has been successfully used in various QSPR
and QSAR researches. Constitutional descriptors are related
to the number of atoms and bonds in each molecule.
Topological descriptors include valence and nonvalence
molecular connectivity indices calculated from the hydrogen-
suppressed formula of the molecule, encoding information
about the size, composition, and the degree of branching of
a molecule. The quantum chemical descriptors include
information about binding and formation energies, partial
atom charge, dipole moment, and molecular orbital energy
levels. A full list of 74 calculated descriptors and their
chemical meaning is given in the Supporting Information.

2.3. Selection of Descriptors.Since it is not possible to
know a priori which descriptors are most relevant to the
problem at hand, a comprehensive set of descriptors is
usually employed, chosen based on experience, software
availability, and computational cost. However, it is well-

known, both in the chemical and statistical fields, that the
accuracy of classification and regression techniques is not
monotonic with respect to the number of features employed
by the model. Depending on the nature of the regression
technique, the presence of irrelevant or redundant features
can cause the system to focus attention on the idiosyncrasies
of the individual samples and lose sight of the broad picture
that is essential for generalization beyond the training set.
This problem is compounded when the number of observa-
tions is also relatively small. If the number of variables is
comparable to the number of training patterns, the parameters
of the model may become unstable and unlikely to replicate
if the study were to be repeated. So, selection of descriptors
is very necessary in order to remedy this situation by
identifying a small subset of relevant features and using only
them to construct the actual model. Generally, the number
of the samples is five times the descriptors at least. Although
there is more strong capacity of suffering redundancy for
SVMs, the better it is from application, the less the number
of descriptors is on the condition that the same generality is
reached.

In this article, correlation analysis of descriptors was
performed first. In the process of correlation analysis, either
parameter which correlation coefficient is more than 0.85
was discarded. To decide to which should be discarded,
chemical experience is very important. For example, the
correlation coefficient between the polarity parameter (Qmax-
Qmin) and Max partial charge (Qmax) is 0.942. Which
parameter should be discarded? It is generally agreed that
the biological activities (in vitro) of drugs are mainly
determined by their steric and electrostatic features from
chemistry and biology. From the chemistry, the polarity
parameter can express the electrostatic feature better on the
whole, and it was selected for the following analysis. The
new data set of 35 parameters after correlation analysis was
dealt with stepwise regression analysis. Five parameters given
in Table 2 were selected into the equation with the forward
stepwise regression analysis. The correlation matrix of the
five parameters was displayed in Table 2.

3. METHODOLOGY

3.1. Support Vector Machines. The support vector
machine (SVM), developed by Vapnik,14 as a novel type of
learning machine, is gaining popularity due to many attractive
features and promising empirical performance. Comparing
with traditional neural networks, SVM possesses the fol-
lowing prominent advantages: (1) Strong theoretical back-
ground provides SVM with high generalization capability
and can avoid local minima. (2) SVM always has solution,
which can be quickly obtained by a standard algorithm
(quadratic programming). (3) SVM need not determine
network topology in advance, which can be automatically

Table 2. Correlation Matrix of the Five Parameters

KHI3 IC0 YZS MaxPCN MinPCN

KHI3 1.000 0.629 0.775 -0.318 0.220
IC0 1.000 0.804 0.127 0.301
YZS 1.000 -0.142 0.125
MaxPCN 1.000 -0.011
MinPCN 1.000
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obtained when training process ends. (4) SVM builds a result
based on a sparse subset of training samples, which reduce
the workload. It can solve high-dimension problems and
therefore avoid the “curse of dimensionality”. The root cause
that SVM attracts more and more attention is that SVM
adopts the structure risk minimization (SRM) principle,
which has been shown to be superior to the traditional
empirical risk minimization (ERM) principle (Vapnik, 1998),
employed by conventional neural networks.15 SRM mini-
mizes an upper bound of the generalization error on Vapnik-
Chernoverkis (VC) dimension, as opposed to ERM that
minimizes the training error. It is the difference that equips
SVM with good generalization performance, which is the
goal of learning problems. Originally, SVMs are developed
for pattern recognition problems. And now, with the intro-
duction of ε-insensitive loss function, SVMs have been
extended to solve nonlinear regression estimation and time-
series prediction,16 and excellent performances have been
obtained.10,16

Theories of support vector classification and SRM can be
found in the tutorials for SVMs18. Here, only the theory of
support vector machines for regression was introduced
simply.

3.2. Theory of SVMs for Regression.16,17,19SVMs can
also be applied to regression by the introduction of an
alternative loss function and results appear to be very
encouraging. In SVR, the basic idea is to map the datax
into a higher-dimensional feature space F via a nonlinear
mappingΦ and then to do linear regression in this space.
Therefore, regression approximation addresses the problem
of estimating a function based on a given data set G)
{(xi; di)}i)1

l (xi is input vector,di is the desired value).
SVMs approximate the function in the following form

where{Φi(x)}i)1
l are the features of inputs, and{ωi}i)1

l and
b are coefficients. They are estimated by minimizing the
regularized risk function (2)

where

andε is a prescribed parameter.
In eq 2, C(1/N)∑i)1

N Lε(di,yi) is the so-called empirical
error (risk), which is measured byε-insensitive loss function
Lε(d,y), which indicates that it does not penalize errors below
ε. The second term, 1/||w||2, is used as a measurement of
function flatness.C is a regularized constant determining the
tradeoff between the training error and the model flatness.
Introduction of slack variables “ê” leads eq 2 to the following
constrained function:

Thus, decision function (1) becomes the following form

In function (6),Ri,Ri* are the introduced Lagrange multipli-
ers. They satisfy the equalityRi‚Ri* ) 0, Ri g 0, Ri* g 0;
i ) 1,‚‚‚,l, and are obtained by maximizing the dual form of
function (4), which has the following form

with the following constraints:

Based on the Karush-Kuhn-Tucker (KKT) conditions of
quadratic programming, only a number of coefficients
(Ri - Ri*) will assume nonzero values, and the data points
associated with them could be referred to as support vectors.

In eq 6,K(xi,xj) is the kernel function. The value is equal
to the inner product of two vectorsxi andxj in the feature
spaceΦ(xi) andΦ(xj). That is,K(xi,xj) ) Φ(xi)‚Φ(xj). The
elegance of using kernel function lies in the fact that one
can deal with feature spaces of arbitrary dimensionality
without having to compute the mapΦ(x) explicitly. Any
function that satisfies Mercer’s condition can be used as the
kernel function. In support vector regression, the Gaussian
kernelK(x,y) ) exp(-(x - y)2/δ2) is commonly used.

3.3. SVM Implementation and Computation Environ-
ment. All calculation programs implementing SVM were
written in R-file based on R script for SVM. All scripts were
compiled using R1.5.1 compiler running operating system
on a Pentium IV with 256M RAM.

4. RESULTS AND DISCUSSION

4.1. Result of MLR. To investigate the possible correla-
tion of input parameters and the biology activity values,
multilinear regression (MLR) was used. The MLR results
were shown in Table 3. From Table 3, it can be seen that
there is no simple linear correlation between the biology
activity values and the input parameters; nonlinear model
SVM was then applied to predict the biology activity values.

4.2. Result of SVM. 4.2.1. Selection of the Kernel
Function and Parameters of the SVM.Similar to other
multivariate statistical models, the performances of SVM for

y ) ∑
i)1

l

wiΦi(x) + b (1)

R(C) ) C
1

N
∑
i)1

N

Lε(di,yi) +
1

2
||w||2 (2)

Lε(d,y) ) {|d - y|-ε |d - y g ε|
0 otherwise } (3)

Max R(w,ê*) )
1

2
||w||2 + C* ∑

i)1

n

(êi + êi
/) (4)

s.t.wΦ(xi) + b - di e ε + êi

di - wΦ(xi) - bi e ε + êi

ê,ê* g0 (5)

f(x,Ri,Ri*) ) ∑
i)1

l

(R* - Ri)K(x,xi) + b (6)

Φ(Ri,Ri*) ) ∑
i)1

l

di(Ri - Ri*) - ε∑
i)1

l

(Ri - Ri*)

-
1

2
∑
i)1

l

∑
j)1

l

(Ri - Ri*)(Rj - Rj*)K(Ri,Rj) (7)

∑
i)1

l

(Ri - Ri*) ) 0

0 e Ri e C, i ) 1,‚‚‚,l,

0 e Ri* e C, i ) 1,‚‚‚,l (8)
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regression depend on the combination of several parameters.
They are capacity parameterC, ε of ε-insensitive loss
function, the kernel type K, and its corresponding parameters.
C is a regularization parameter that controls the tradeoff
between maximizing the margin and minimizing the training
error. If C is too small, then insufficient stress will be placed
on fitting the training data. IfC is too large, then the
algorithm will overfit the training data. But, ref 16 indicated
that the prediction error was scarcely influenced byC. To
make the learning process stable, a large value should be
set up forC (e.g.,C ) 100).

The kernel type is another important one. For regression
tasks, the Gaussian kernel is commonly used. The form of
the Gaussian function in R is as follows

whereγ is a constant, the parameter of the kernel;u andV
are two independent variables; andγ controls the amplitude
of the Gaussian function and, therefore, controls the gener-
alization ability of SVM. We have to optimizeγ and find
the optimal one. To optimize theγ, six samples, whose
number was listed in Table 4, were used as a validation set.
A trial and error method was used to find the bestγ. The
MSE was used as an error function, and it is computed
according to the following equation

wheredi are the teaching outputs (desired outputs) in the
validation set,oi are the actual outputs, andn is the number
of samples in validation set. To obtain the optimalγ, the
support vector learning machines with differentγ were
trained, theγ varying from 0.4 to 0.6. We calculated the
MSE on differentγ, according to the generalization ability
on the validation set in order to determine the optimal one.
The curve of MSE versus the gamma was shown in Figure
2. The optimalγwas found as 0.48.

The optimal value forεdepends on the type of noise present
in the data, which is usually unknown. Even if enough
knowledge of the noise is available to select an optimal value
forε, there is the practical consideration of the number of

resulting support vectors.ε-insensitivity prevents the entire
training set meeting boundary conditions, and so allows for
the possibility of sparsity in the dual formulation’s solution.
So, choosing the appropriate value ofε is critical from
theory.16 To find an optimal ε, the MSE of the cross-
validation set on differentε was calculated. The curve of
MSE versus the epsilon was shown in Figure 3. The optimal
ε was found as 0.08.

4.2.2. The Predicted Result of SVMs.From the above
discussion, theγ, ε, and C were fixed to 0.48, 0.08, and
100, respectively, when the support vector number of the
SVM model is 43, The predicted results of the optimal SVMs
are shown in Table 5 and Figure 4. The mean relative errors
of the training set, the validation set, and the testing set are
1.35%, 1.52%, and 2.23% respectively, and the correspond-
ing correlation coefficients (r) are 0.997, 0.963, and 0.969.
The mean-absolute errors are respectively 0.079, 0.093, and
0.129.

4.3. Discussion.For the biological activity values with
high noise, it can be said that the predicted values are in

Table 3. MLR Results on the Correlation between Input Parameters
and the- logIC50

item
degrees of
freedom

sum of
square

mean
square F statistic R

model 5 15.179 3.306 9.702 0.698
error 51 15.957 0.313
total 56 31.136

Table 4. Training Validation and Testing Sets

set compound numbers

training set 2,3,4,5,6,7,8, 11,12,13,14,15,16,17,18,19,20,21,
22,23,25,26,27,28,29,30,32,33,35,36,38,40,
41,42,43,44,46,47,49,50,51,53,54,55,56

validation set 10,24,31,34,52,57
testing set 1,9,37,39,45,48

exp(-γ* |u - V|2)

MSE)

∑
i)1

n

(di - oi)
2

n

Figure 2. The gamma versus MSE error on validation set (C )
100, ε ) 0.1).

Figure 3. The epsilon versus MSE error on validation set (C )
100, γ ) 0.48).
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very good agreement with the experimental values from the
above results. So it can be concluded that (1) the support
vector machine is a very promising tool for the nonlinear
approximation and (2) the selected parameters can account
for the structural features of the compounds related to
biological activity. The biological activity (in vitro) of drugs
is mainly determined by their steric and electrostatic features.
From the predicted results, the descriptors in the present
model should be able to account for these features. The
topological descriptor, Kier and Hall index of three order
KHI3, which represents the size of the hydrophobic segment

and contains group contributions from all non-hydrogen
atoms in the fragment, is defined as

where

Table 5. Used Parameters and Predicted Results Using SVMs

no. KHI3 IC0 YZS MaxPCN MinPCN ACT PRED rel err (%)

1a 2.8652 91.4321 41.1006 -0.0506 -0.0704 5.699 5.918 3.85
2 2.5737 84.6767 39.4605 -0.0506 -0.0704 5.796 5.876 -1.38
3 1.5712 62.9197 35.4404 -0.0542 -0.1012 4.523 4.603 1.76
4 3.7709 101.5036 42.8206 -0.0506 -0.0701 5.432 5.512 1.48
5 3.3747 97.6668 43.3206 -0.0506 -0.0704 5.409 5.489 1.48
6 3.3747 97.6668 46.2407 -0.0506 -0.0704 6.523 6.443 -1.23
7 4.0085 108.4169 65.9611 -0.0505 -0.0689 6.347 6.267 -1.26
8 3.3061 103.1876 55.2209 -0.0487 -0.0668 6.387 6.332 -0.86
9a 4.2209 113.7074 60.721 -0.0485 -0.0666 6.081 6.049 -0.53
10b 3.414 108.8357 60.901 -0.0481 -0.0938 6.229 6.050 -2.88
11 3.4485 114.1277 64.1611 -0.0408 -0.0653 6.420 6.340 -1.25
12 2.4756 74.9414 39.1605 -0.0573 -0.0734 4.886 4.966 1.64
13 2.7873 80.9377 39.1205 -0.0573 -0.0735 5.721 5.802 1.41
14 3.0105 86.5274 42.8806 -0.0573 -0.0734 6.398 6.318 -1.25
15 3.2501 100.864 43.6006 -0.0528 -0.0706 6.699 6.619 -1.19
16 3.6439 90.3642 54.4209 -0.0572 -0.073 5.921 6.001 1.35
17 3.89 96.7165 55.3609 -0.0573 -0.0733 5.420 5.500 1.48
18 2.9567 91.2368 47.1207 -0.0572 -0.0725 5.222 5.302 1.53
19 3.3513 89.2122 48.6607 -0.0571 -0.0721 6.000 6.079 1.32
20 4.2279 91.2122 50.3408 -0.0572 -0.0727 6.854 6.774 -1.17
21 4.0746 91.2122 49.5408 -0.0572 -0.0729 6.699 6.779 -1.19
22 4.5779 97.6167 59.661 -0.0572 -0.0727 7.347 7.267 -1.09
23 4.6412 96.4095 55.7809 -0.0572 -0.0725 6.284 6.204 -1.27
24b 5.3784 100.1367 61.961 -0.0572 -0.0727 6.097 6.051 -0.75
25 4.0114 92.0313 51.3608 -0.0571 -0.0844 5.658 5.738 1.42
26 3.3016 89.3367 45.0807 -0.0573 -0.0733 5.824 5.904 1.37
27 2.9887 103.5074 42.7206 -0.0506 -0.0704 6.678 6.598 -1.20
28 2.6003 77.1909 39.6205 -0.0505 -0.0703 4.523 4.603 1.77
29 2.6353 76.4127 40.5805 -0.0515 -0.0969 4.523 4.603 1.77
30 3.0065 90.3038 45.6407 -0.0516 -0.1017 4.523 4.603 1.77
31b 2.7492 78.2568 40.1205 -0.0523 -0.0706 5.357 5.402 0.85
32 3.6505 87.2544 46.7207 -0.052 -0.0706 7.009 6.929 -1.14
33 3.1858 89.7154 40.3005 -0.0519 -0.0783 5.194 5.274 1.53
34b 3.7958 83.5465 49.0207 -0.0574 -0.0748 6.187 6.048 -2.25
35 3.2927 85.0245 44.6006 -0.0574 -0.075 6.347 6.427 1.26
36 3.2445 89.3367 44.2406 -0.0573 -0.0734 6.921 6.841 -1.16
37a 2.772 75.162 41.0606 -0.0574 -0.0761 5.310 5.535 4.24
38 2.6356 74.3981 41.1206 -0.0566 -0.0753 5.959 5.878 -1.35
39a 2.6712 68.5214 36.7405 -0.0574 -0.0751 5.957 6.048 1.50
40 3.4086 86.0092 41.7806 -0.0434 -0.075 5.000 4.920 -1.60
41 3.2716 86.2275 42.3006 -0.0423 -0.0741 5.000 5.081 1.61
42 3.3646 86.0092 42.5206 -0.0574 -0.0745 6.081 6.001 -1.32
43 3.2644 84.5529 42.0806 -0.0334 -0.0745 5.000 5.080 1.60
44 4.3096 94.6499 47.7807 -0.0574 -0.0745 5.553 5.633 1.44
45a 4.5819 88.6667 52.0208 -0.0573 -0.0739 6.119 6.067 -0.85
46 4.3513 103.6045 53.9209 -0.0572 -0.0727 7.301 7.221 -1.09
47 3.6033 102.7745 59.221 -0.0524 -0.0714 6.367 6.286 -1.26
48a 3.5927 107.1503 56.7209 -0.0533 -0.0748 6.347 6.193 -2.42
49 3.3531 91.807 51.7008 -0.0585 -0.0767 7.456 7.376 -1.08
50 5.6843 106.7778 65.8611 -0.0584 -0.0764 6.886 6.806 -1.16
51 4.354 98.5269 56.1809 -0.0583 -0.0844 5.770 5.849 1.38
52b 4.1384 89.7981 51.2208 -0.0586 -0.077 6.387 6.456 1.08
53 3.5927 107.1503 58.0009 -0.0533 -0.0748 6.446 6.366 -1.24
54 4.5704 97.6167 55.5809 -0.0584 -0.0764 7.027 6.947 -1.14
55 4.4171 97.6167 57.9409 -0.0584 -0.0765 6.921 6.841 -1.16
56 4.9204 103.6045 60.361 -0.0584 -0.0764 6.456 6.376 -1.25
57b 3.2441 85.5623 48.2207 -0.0586 -0.0772 6.201 6.119 -1.32

a The compounds in the test set.b The compounds in the validation set.

KHI3 ) ∑
i)1

N

(δi1δi2δi3δi4)
-1/2

δi )
Zi

V - Hi

Zi - Zi
V - 1
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HereZi is the total number of electrons in theith atom,Zi
V

is the number of valance electrons, andHi is the number of
hydrogen directly attached to theith atom. Valence contribu-
tions are summed for all atoms in the fragment, with the
exception of the hydrogen atoms (N ) Ntotal - NH). The
second topological descriptor, Information Content Index
IC0, is equal to the average information content, which is
defined on the basis of the Shannon information theory,
multiplied by the total number of atoms. The average
information content is calculated as follows

whereni is a number of atoms in theith class andn is a
total number of atoms in the molecule. The division of atoms
into different classes depends on the coordination sphere
taken into account. The geometrical descriptor YZ Shadow
YZS is the area of the shadows of the molecule as projected
on the YZ planes by the orientation of the molecule in the
space along the axes of inertia. The above three descriptors
describe the size and branching information of molecules
and give some information about steric structure compre-
hensively. The maximum partial charge of N atom and the
minimum partial charge of N atom represent the partial
charge of the two N atoms nearest to the skeleton of the
group R1 except for the molecule 17. Thus, they describe
the electronegativity of the R1 group and state the electro-
static features of the compounds from some aspect.

Analysis of the results obtained indicates that the model
we proposed correctly represents structural-activity relation-
ships of these compounds and that molecular descriptors
calculated solely from structures can describe the structural
features of the compounds responsible for their biological
activity.

5. CONCLUSION

This study of QSAR model shows that the SVMs is a very
promising tool for the nonlinear approximation. The training

and optimization are easier and faster compared with other
machines learning techniques, because there are fewer free
parameters and only support vectors (only a fraction of all
data) are used in the generalization process. Besides, the
SVM exhibits the better whole performance due to embody-
ing the Structural Risk Minimization principle and some
advantages over the other techniques of converging to the
global optimum and not to a local optimum. The predictive
results are consistent with the experimental data. The mean
relative error is 1.46%. Therefore it is a good approach for
predicting the expected activity of drugs and aiding drug
design. At the same time, the models proposed could identify
and provide some insight into what structural features are
related to the biological activity of these compounds and
afford some instruction for further designing the new
compounds of inhibiting AP-1 and NF-κB mediated gene
expression.
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