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ABSTRACT

An attractive application of expression technologies is to predict drug efficacy
or safety using expression data of biomarkers. To evaluate the performance of
various classification methods for building predictive models, we applied these
methods on six expression datasets. These datasets were from studies using micro-

array technologies and had either two or more classes. From each of the original
datasets, two subsets were generated to simulate two scenarios in biomarker app-
lications. First, a 50-gene subset was used to simulate a candidate gene approach

when it might not be practical to measure a large number of genes=biomarkers.
Next, a 2000-gene subset was used to simulate a whole genome approach.
We evaluated the relative performance of several classification methods by

using leave-one-out cross-validation and bootstrap cross-validation. Although
all methods perform well in both subsets for a relative easy dataset with two
classes, differences in performance do exist among methods for other datasets.
Overall, partial least squares discriminant analysis (PLS-DA) and support vector

machines (SVM) outperform all other methods. We suggest a practical approach
to take advantage of multiple methods in biomarker applications.
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INTRODUCTION

Because of the ability to monitor the levels of thousands of steady-state RNA
molecules in a high-throughput fashion, microarray technology has been widely used
in genomic research (Alizadeh et al., 2000; Alon et al., 1999; Golub et al., 1999; Ross
et al., 2000). Quantitative polymerase chain reaction (QPCR) and various proteomic
technologies complement microarrays to give a more complete picture of expression.
In the drug discovery and development process, applications of these expression
technologies include target identification and validation, model characterization,
lead optimization, mechanism of action study, drug metabolism study, and new
indication seeking (Bumol and Watanabe, 2001; Ricci and El Deiry, 2000;
Stratowa et al., 2001).

One of the most attractive applications of expression technologies in pharmaceu-
tical industry is to predict drug efficacy or safety using biomarkers (Gunther et al.,
2003). Biomarkers have great value in guiding clinical trials and developing
inclusion=exclusion criteria. For a typical clinical trial, only a small number of
proteins=genes=single nucleotide polymorphisms (SNP) are used as biomarkers
basing on expert knowledge, disease relevance, prior validation, etc. They must be
carefully chosen and validated in a large patient population (http:==grants.nih.gov=
grants=guide=pa-files=PA-01-043.html) because mere statistical association is not
sufficient to qualify a gene=protein=SNP as a biomarker (Cantor, 1999). Financial
and other constraints make it unlikely to measure large numbers of genes or proteins
in a large clinical trial. For example, the limited amount of biopsy sample precludes
technologies that measure large numbers of genes=proteins=SNPs. In addition, the
risk of getting spurious correlation and inflated false-positive rates also increases
when measuring large numbers of markers (Petricoin et al., 2002). Because of these
concerns, it is prudent to plan a clinical trial with a list of relevant and validated
biomarkers.

A comparison of classification methods is necessary to make accurate prediction
using the expression data of biomarkers. Previous studies on classification methods
are either not directly applicable to biomarker applications in clinical trials due to
confounding with variable selection or do not include all the methods we intend
to use, such as partial least square (PLS), random forest (RF), and support vector
machines (SVM) (Ben Dor et al., 2000; Dudoit et al., 2002; Gunther et al., 2003;
Lee and Lee, 2002; Ramaswamy et al., 2001; Wu et al., 2003; Yeang et al., 2001).

With applications in clinical trials using expression data of biomarkers in
mind, we design our comparison in two scenarios. The first scenario models the
usual biomarker application: Using small number of biomarkers that have been
validated previously via multiple technologies such as microarray, QPCR, proteomic
microarray, tissue array, and fluorescent in situ hybridization (Nishizuka et al., 2003;
Wilkinson, 1994). The second scenario models future biomarker applications by
including large numbers of ‘‘level II’’ biomarkers (with apparent association, but less
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reliable or unclear pathophysiological connection) (Petricoin et al., 2002). In both
scenarios, the same set of classification methods are applied to expression datasets
from various public sources and are compared in terms of overall prediction errors
using cross-validation techniques (see details in Methods).

METHODS

This section includes a high level overview of each of the methods used in
our analyses. For the interested readers, we include standard references for the
theoretical foundation of each technique.

K-Nearest Neighbors

K-Nearest Neighbors (KNN) is a classification method that predicts class
membership for a new observation based on its distance to observations in the
training data set. The basic idea behind KNN is that samples that fall close together
in the feature space are likely to belong to the same class (Cortijo et al., 1993). Upon
selecting a distance metric (e.g., Euclidean), the algorithm proceeds by selecting the
k-nearest observations in the training set to the new observation. The modal class of
the k-nearest observations is designated as the predicted class for the new observa-
tion (Fix and Hodges, 1951). K-Nearest Neighbors is computationally efficient
and is easy to visualize and understand. Dudiot et al. (2002) demonstrated the use
of KNN for lymphoma, leukemia, and cancer microarray data. For our analysis,
we used the Euclidean distance metric. The number of nearest neighbors (k) was
chosen via cross-validation on the ‘‘training data set.’’ For LOOCV, a ‘‘training
dataset’’ was the N-1 sample in each leave-one-out cycle; for bootstrap cross-
validation, a ‘‘training dataset’’ was generated in each cycle of bootstrap sampling.
Parameters were chosen from the ‘‘training set’’ in each cycle of LOOCV or
bootstrap sampling (Table 1).

Principal Component Analysis—Discriminant Analysis

Discriminant analysis (DA) traces its roots as a statistical classification method
to R. A. Fisher in 1936. There are numerous variants of the original idea of Fisher,
including the form that we implemented: maximum likelihood. Accordingly, we
assume that the predictor variables have a multivariate normal distribution within
each class. A new observation is classified as belonging to the kth class if the distance
of that observation is the closest to the kth class. However, it is difficult to implement
this method when there are a large number of input variables. Therefore, dimension
reduction technique is performed prior to DA. Principal components analysis (PCA)
is a commonly used dimension reduction technique, which finds the linear combina-
tions of input variables that produce new uncorrelated scores with maximum
variance.

Similar to Xiong et al., we combine these two approaches, which performs dis-
criminant analysis using m principal components as the inputs (Xiong et al., 2000).

Methods for Classifying Expression Data 1067

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

200035491_LBPS14_04_R2_101804



ORDER                        REPRINTS

Two variants of DA were used in this paper: linear discriminant analysis (LDA),
which attempts to find the best linear separation in the data and (2) quadratic discri-
minant analysis (QDA), which attempts to find the best quadratic separation in the
data. In addition, we chose the top m principal components based on cross-valida-
tion of the training data set. However, we can only perform
PCA–QDA on the AML=ALL data sets due to difficulties estimating a within-class
covariance matrix for the NCI60 data sets (refer to Datasets section).

Partial Least Squares

Partial least squares has been studied extensively both in theory (Frank and
Friedman, 1993; Stone and Brooks, 1990) and in practice (Wold, 1995). Because of
Stone and Brooks’ work, PLS can be viewed as simultaneous dimension reduction
and regression (Stone and Brooks, 1990). Hence, this technique is particularly useful
for modeling data in which the number of descriptors (p) is greater than samples (n),
or the descriptors are linearly dependent.

Technically, for data with a univariate response, PLS seeks to find successively
defined latent variables (linear combinations of the original descriptors) that have
maximum covariance with the response, subject to a user-specified set of constraints
(Rayens, 2000). For data with a multivariate response, PLS seeks to find successively
defined pairs of latent variables from the descriptor and response spaces such that
each pair of latent variables has maximum covariance.

Although PLS was initially applied for the purpose of regression, it has also been
applied for the purpose of discrimination (Alsberg et al., 1998; Saaksjarvi et al.,
1989). Recently, Nguyen and Rocke (2002) applied PLS to several microarray gene
expression data sets classifying human tumor types (Nguyen and Rocke, 2002).

For a p-group discrimination problem, a p-dimensional binary response matrix
is typically used to distinguish the classes, where the jth column represents the class

Table 1. Implementation of classification methods. PLS was performed in SAS� (SAS Insti-

tute, Cary, NC); all other methods were implemented in R (http://www.r-project.org).

Method 50-Gene dataset 2000-Gene dataset

A. AML=ALL
NN 1 hidden layer NA
KNN k chosen by cross-validation k chosen by cross-validation

PCA–LDA 2 PCs 8 PCs
PCA–QDA 2 PCs 8 PCs
PLS 2 latent variables 6 latent variables

SVM RBF (g¼ 2�12, cost¼ 210) RBF (g¼ 2�8, cost¼ 220)

B. NC160

NN 1 hidden layer NA
KNN k chosen by cross-validation k chosen by cross-validation
PCA–LDA 13 PCs 13 PCs

PLS 7 latent variables 15 latent variables
SVM RBF (g¼ 2�9, cost¼ 24) RBF (g¼ 2�24, cost¼ 216)
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membership for the jth group. Cross-validation is then used to determine the number
of latent variables required to adequately relate the descriptors to the response.
Upon determining the number of necessary latent variables, a model is built on a
training set and applied to the dataset of interest. For each observation, the predicted
group membership corresponds to the group associated with the column with largest
predicted absolute value (Alsberg et al., 1988). As an alternative to classifying obser-
vations based on magnitude of predictions, Nguyen and Rocke (2002) applied LDA
to the predicted response matrix to obtain predicted classifications (Nguyen and
Rocke, 2002). For the analyses in this work, observations were classified on the basis
of the largest predicted absolute value.

Neural Networks

Neural networks (NN) emerged as a statistical pattern recognition tool in the
1980s designed to mimic the fault-tolerance and learning capacity of biological
neural systems (Patterson, 1996). An NN takes the input variables and uses
prespecified activator functions to build a network to predict either a categorical
or a continuous response (Ripley, 1996). Neural networks offer a flexible method
of prediction for large datasets. In addition, NN are robust to moderate amounts
of noise in the data. However, this method is computationally intensive, limiting
users to approximately 1000 input variables under certain circumstances (see below).
Despite possible computational difficulties, NN have been used to analyze
microarray data (Gruvberger et al., 2001; Selaru et al., 2002).

In our analysis, each NN had one hidden layer and the decay parameter was
chosen via cross-validation using the training dataset. To avoid local minima, we
iterated the fitting procedure. The weighted average (reciprocal of the fitting
criteria) of the iterated networks was taken as the output network. This output
network was used to produce predictions for the test dataset. Due to computa-
tional difficulties, only the 50-gene datasets were investigated here (see Datasets
section).

One-to-One (Pairwise Coupling) Algorithm

The one-to-one algorithm was designed to improve the performance of neural
networks in multiclass problems (Moreira and Mayoraz, 1998; Price et al., 1994).
The algorithm begins by partitioning the original multiclass problem into all
possible two-class problems. Then, for each two-class problem, a classifier is built
on the training data. Next, a prediction is computed for each observation in the
test dataset. Finally, the scores for each observation across all two-class problems
are aggregated. The maximum of the aggregated scores is the predicted class.

Random Forest

Random forest (RF) improves the classification tree method by implementing
random split selection in combination with bootstrap aggregating (Breiman, 2001).
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Class membership is determined by popular votes from each of the large number of
trees generated from RF. The generalization error can be estimated because the mis-
classification is assessed out of bag (OOB). In addition, the variable importance can
be estimated for each variable.

Support Vector Machines

Support vector machines methodology is based on statistical learning theory and
can be traced back to Rosenblatt’s perceptron (Cristianini and Shawe-Taylor, 2000;
Rosenblatt, 1958). Developments in SVM generalization theory and computation
optimization by Vapnik and others have helped to advance SVM as a preferred
method in difficult classification problems such as voice recognition (Cristianini
and Shawe-Taylor, 2000; Vapnik, 1998). Support vector machines are defined as
‘‘learning systems that use a hypothesis space of linear functions in a high dimen-
sional feature space, trained with a learning algorithm from optimization theory’’
(Cristianini and Shawe-Taylor, 2000). The SVM is suitable for classifying high
dimensional data, even though SVM does not completely escape from the curse of
dimensionality (Hastie et al., 2001).

Although SVM was initially developed for binary classification, it is possible to
analyze multiclass data using SVM. The one-to-one algorithm, initially developed
for NN, is one of the best performers in classifying multiclass data (Hsu and Lin,
2002). Recently, SVM was used to classify tumors, cancers, and cell lines using
microarray expression data (Ben Dor et al., 2000; Brown et al., 2000; Chow et al.,
2001; Furey et al., 2000; Lee and Lee, 2002; Moler et al., 2000; Ramaswamy et al.,
2001; Yeang et al., 2001).

In analyzing the AML=ALL and NCI60 datasets, we used the radial basis
function (rbf) as an SVM kernel and chose the best combination of parameters
via grid search (g ¼ [2�20, 22], cost ¼ [2�2, 220]). Because the NCI60 data have
multiple classes, we used the one-to-one algorithm to obtain prediction for new
observations.

Evaluation Criteria

Because of the small sample size of the chosen datasets, we decided to employ
leave-one-out cross-validation (LOOCV) and a resampling method based on the
bootstrap (BS) to estimate prediction error rates for each classification technique.
In LOOCV, one observation is removed from the original dataset and a model is
built on the remaining n�1 observations. Subsequently, the model is used to
predict the response for the held-out observation. This process is repeated for each
of the remaining n�1 observations. The n leave-one-out predictions can then be
compared with the observed responses to assess the predictive ability of the method.
This method provides a near unbiased estimate of the prediction error rate
(Aeberhard et al., 2002; Ambroise and McLachlan, 2002; Hastie et al., 2001).
See Neter et al. for more specific details about LOOCV (Neter et al., 1996).
Although more complicated, the bootstrap approach enables us to also obtain
an estimate of the prediction error rate as well as confidence bounds about the rate
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(Efron and Tibshirani, 1993; Wu et al., 2003). The BS method for estimating pre-
diction error rates for each model can be found in Efron and is described here
(Efron and Tibshirani, 1993). The first step in obtaining an estimate of prediction
error is to compute the apparent error rate. The apparent error rate is the propor-
tion of misclassified observations, when applying the original dataset to a model
built from the original dataset. After obtaining the apparent error rate�, the
following steps are performed 2000 times:

(1) Generate a stratified bootstrap sample of the original data by fixing the
number of observation in each class constant.

(2) Build a model on the bootstrap sample.
(3) Apply the model to the original data set and obtain the error rate.
(4) Apply the model to the bootstrap sample and obtain the apparent error rate

for the sample.
(5) Subtract the apparent error rate obtained in Step 4 from the error rate

obtained in Step 3. This value is known as the optimism.

Upon iterating through Steps 1–5, the average of the 2000 estimates of optimism are
added to the apparent error rate� to obtain an estimate of prediction error.

For the random forest, the prediction error is calculated as the out of bag
estimate based on large number of trees (500 in our study) (Breiman, 2001). The
RF procedure is repeated 200 times to estimate the error variability.

The BS method also enables us to keep track of the proportion of times each
observation is incorrectly predicted. As we show in our examples, these frequencies
can help to identify observations that may have been incorrectly labeled.

Datasets

To model two scenarios in clinical studies using biomarkers, we chose to analyze
two defined subsets for each dataset described below. The first subset contains 50
genes that are chosen on the basis of the ratios of between sum-of-squares and within
sum-of-squares

X
i

X
k

Iðyi ¼ kÞð�xxk � �xx:Þ2
�X

i

X
k

Iðyi ¼ kÞðxi � �xxkÞ2;

where xi and yi are the gene expression level and classification for sample i, �xx is the
mean of all samples, and �xxk is the means samples in class k (Dudoit et al., 2002).
In practice, a defined set of genes can be chosen on the basis of expert knowledge,
relevance to pathophysiology, prior validation. The second subset contains 2000
genes randomly selected from the corresponding whole dataset.

Six datasets from the literature were chosen to evaluate the selected classification
methods. The Leukemia data (AML=ALL) are from MIT (http:==www-genome.wi.
mit.edu=mpr=data_set_ALL_AML.html). These data, generated by using Affy-
metrix oligonucleotide microarray (Hu6800), categorized acute myeloid leukemia
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(AML), and acute lymphoblastic leukemia (ALL) (Golub et al., 1999). There are 72
arrays (47 for ALL and 25 for AML).

In addition, we analyzed the multiclass NCI60 cancer cell-line data (http:==
genome-www.stanford.edu=nci60=). This dataset was generated from spotted micro-
array on cell lines commonly used for cancer drug screening. The data from 57 arrays
in eight classes were used for our comparison because two prostate lines and 1
unknown line were excluded, because of small class size.

The TUMOR data were from a molecular profiling study of metastasis in
primary solid tumors (http:==www-genome.wi.mit.edu=cgi-bin=cancer=datasets.cgi)
(Ramaswamy et al., 2003). These data from 76 samples were generated by using
Affymetrix oligonucleotide microarray for the comparison of humor primary
adenocarcinomas and adenocarcinoma metastases (64 vs. 12 arrays).

The DLFS and DLBC data were from a study on diffuse large B-Cell Lympho-
mas (http:==www-genome.wi.mit.edu=cgi-bin=cancer=datasets.cgi) (Shippet al., 2002).
These data were generated by using Affymetrix oligonucleotide microarray for
classifying Diffuse Large B-Cell Lymphoma (DLBC) vs. Follicular Lymphoma
(FL) in DLFS dataset, and cured vs. fatal Diffuse Large B-Cell Lymphoma in DLBC
dataset. DLFS dataset has 77 arrays with 58 DLBC and 19 FL; DLBC dataset has
58 arrays with 32 cured and 26 fatal.

We also used a multiclass ALIZ data (commonly known as lymphoma data),
which were from a study of Diffuse Large B-Cell Lymphoma (http:==geaw.nci.nih.
gov=classification=lymphomaData) (Alizadeh et al., 2000). Of the 96 samples used
in the article, we chose 88 samples that included six classes (each class with at least
six samples). The data were generated from spotted microarray.

Data were neither filtered, nor censored, to preserve the inherent noise in the
data. However, data were standardized to have a mean of zero and a variance of
one for each gene. The standardization was necessary to give equal weight for each
variable (gene) and avoid convergence problems in methods such as SVM and NN.
For the NCI60 dataset, any gene that had more than one missing value was excluded.
Genes that had only one missing value were imputed by using KNN with the
correlation as the distance metric (Dudoit et al., 2002).

Implementation

The PLS was performed in SAS� (SAS Institute, Cary, NC); all other methods
were implemented in R (http:==www.r-project.org) (Ihaka and Gentleman, 1996).

RESULTS AND DISCUSSION

In general, all methods (NN, KNN, PCA–LDA, PCA–QDA, PLS–DA, RF, and
SVM) performed well for AML=ALL data, as evidenced by low misclassification
rates for both gene subsets and validation methods (Table 2 and Fig. 1). For the
50-gene dataset, the estimated error rate is from 2.78 to 4.17% with leave-one-out
cross-validation (LOOCV) and 1.05–2.93% with bootstrap (BS). For the 2000 gene
dataset, the error is a bit larger, ranging from 2.78% to 9.72% with LOOCV and from
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Table 2. Comparison of different classification methods in analyzing six datasets. For each

dataset, two subsets (50 genes and 2000 genes) were used (refer to Datasets section). The
LOOCV (leave-one-out cross-validation) procedure was described in the Methods section.
The 95% confidence intervals (CI) of error rates were obtained by using the bootstrap

approach as described in the Methods section.

LOOCV Bootstrap

Dataset Method
Error

rate (%)
Misclassified

samples
Error

rate (%)
Lower
CI (%)

Upper
CI (%)

AML=ALL
AML=ALL-50 NN 4.17 17,54,66 1.08 0.00 4.17

KNN 2.78 38,66 2.15 0.00 4.17

PCA–LDA 2.78 17,66 2.81 0.79 5.56

PCA–QDA 2.78 17,66 2.93 0.79 5.56

PLS 2.78 17,66 2.78 0.00 4.17
RF 1.68 1.39 2.78

SVM 2.78 17,66 1.05 0.00 2.78

AML=
ALL-2000

KNN 9.72 28,40,52,54,

57,61,65

6.29 0.00 13.61

PCA–LDA 8.33 35,54,57,60,61,66 3.67 0.00 8.84

PCA–QDA 5.56 29,40,54,66 4.91 0.69 11.11
RF 5.15 2.78 6.94

PLS 4.17 17,61,66 1.39 0.00 6.25

SVM 2.78 61,66 1.88 0.00 6.94

NCI60

NCI60-50 NN 24.56 3,4,5,7–10,18,19,

27,32,33,44,47

7.61 1.75 14.04

KNN 26.32 4,5,8–10,18,19,
22,27,28,44,46,

50–52

35.96 25.75 45.62

PCA–LDA 22.81 4,5,8–10,18,23,

24,27,37,44,

50,51

9.37 3.55 15.79

PLS 19.30 4,5,8–10,18,19,23,

24,27,51

12.28 8.77 17.54

RF 31.64 26.32 38.60

SVM 19.30 4,5,8-10,18,19,20,

27,44,51

7.59 1.75 14.04

NCI60-2000 KNN 31.58 4–10,18,19,21,

22,25,27,29,31,

36,44,46

51.87 39.19 63.95

PCA–LDA 49.12 1–8,10,11,16,

18–22,24–27,31,36,

37,44–46,50,51

21.27 12.94 29.82

PLS 28.07 3–5,7,9,10,18–22,
25,27,45,46,48

10.53 7.02 15.79

RF 43.27 38.60 49.12

SVM 33.33 3–10,18–22,25,27,

36,37,45,46

12.18 5.26 19.30

(continued)
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Table 2. Continued.

LOOCV Bootstrap

Dataset Method

Error

rate (%)

Misclassified

samples

Error

rate (%)

Lower

CI (%)

Upper

CI (%)

TUMOR
TUMOR-50 NN 13.16 65,66,67,69,70,

71,72,73,74,76

3.97 0.00 11.12

KNN 7.89 65,66,70,71,72,76 10.12 4.99 14.98

PCA–LDA 6.58 36,65,71,72,76 7.04 3.16 11.54

PCA–QDA 5.26 65,71,72,76 7.06 2.52 13.16
PLS 7.89 65,68,70-72,76 6.58 1.32 11.84

RF 10.05 9.21 10.53

SVM 5.26 65,71,72,76 6.56 2.63 10.53

TUMOR-2000 KNN 17.11 48,54,65,66,67,

68,69,70,71,72,

74,75,76

20.51 15.05 25.59

PCA–LDA 17.11 48,65,66,67,68,
69,70,71,72,73,

74,75,76

14.76 10.66 19.08

PCA–QDA 13.16 65,66,67,68,69,

70,72,74,75,76

13.16 9.63 19.85

PLS 10.53 35,48,65,67,
69,71,72,76

6.58 2.63 11.84

RF 16.54 14.47 17.11

SVM 11.80 15,48,65,67,68,

69,71,72,76

4.96 1.32 9.21

ALIZ
ALIZ-50 NN 32.95 1,2,3,4,6,7,8,9,

10,11,12,13,14,16,

17,18,20,23,25,

68,71,74,75,77,
81,83,85,87,88

6.20 1.52 11.36

KNN 7.95 8,17,34,66,79,83,84 6.44 0.06 12.40

PCA–LDA 15.91 6,8,62,66,74,75,

76,77,80,81,83,

84,87,88

5.72 1.65 10.61

PLS 9.09 6,17,20,62,75,

76,83,87

9.09 5.11 13.64

RF 14.70 12.50 17.05

SVM 4.50 8,34,83,88 3.48 0.00 7.95

ALIZ-2000 KNN 15.91 3,4,6,8,9,17,19,21,

24,34,69,83,87,88

10.14 2.95 17.44

PCA–LDA 19.32 1,3,4,5,6,16,17,
19,20,21,24,34,

73,74,83,87,88

7.37 3.12 12.50

PLS 2.27 83,87 2.27 0.00 6.82

RF 28.76 26.14 30.68

SVM 4.50 8,34,83,88 3.69 0.00 9.09

(continued)
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Table 2. Continued.

LOOCV Bootstrap

Dataset Method

Error

rate (%)

Misclassified

samples

Error

rate (%)

Lower

CI (%)

Upper

CI (%)

DLFS
DLFS-50 NN 18.18 55,61,62,63,64,

65,68,69,70,71,

72,73,75,77

2.04 0.00 6.49

KNN 2.60 26,56 0.99 0.00 3.90

PCA–LDA 3.90 26,46,68 2.99 0.24 6.49
PCA–QDA 2.60 26,68 1.61 0.36 3.70

PLS 5.19 26,46,67,68 5.19 2.59 7.79

RF 8.69 6.49 10.39

SVM 1.30 68 1.00 0.00 3.90

DLFS-2000 KNN 15.58 15,27,29,39,52,54,

55,61,62,67,68,76

12.04 5.56 17.64

PCA–LDA 6.49 59,61,67,68,70 6.08 1.40 11.50

PCA–QDA 9.09 29,59,60,67,68,
70,72

NAa

PLS 5.19 29,55,67,68 2.59 0.00 6.49

RF 13.14 10.39 15.58

SVM 5.19 29,55,67,68 1.91 0.00 5.19

DLBC

DLBC-50 NN 10.34 13,16,23,43,48,56 4.44 0.00 10.35

KNN 24.14 1,12,13,17,28,33,
35,39,40,47,51,54,

56,57

6.15 0.00 14.72

PCA–LDA 13.79 1,13,16,18,23,45,

56,58

12.21 5.75 19.71

PCA–QDA 17.24 13,16,23,35,43,45,
54,56,57,58

10.66 4.33 17.88

PLS 15.52 1,13,16,18,23,

35,39,54,56

17.24 10.35 24.14

RF 18.95 13.79 24.14

SVM 8.60 13,23,33,47,56 4.17 0.00 10.34

DLBC-2000 KNN 46.55 1,4,8,12,14,17,20,

23,25,26,28,32,33,

35,37,38,39,40,43,
44,46,49,50,52,53,

54,56

46.88 33.08 57.47

PCA–LDA 56.90 3,6,10,12,13,22,31,

33,34,35,36,37,38,
39,40,41,42,43,44,

45,46,47,48,49,50,

51,52,53,54,55,56,

57,58

42.53 35.26 51.15

(continued)
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1.39% to 6.29% with BS. The ease of classification with the AML=ALL datasets is, in
part, due to the separation of leukemia types in the descriptor space. In fact, one
gene (Zyxin) provides near perfect classification (Li and Yang, 2002). Regardless
of subset, methods perform nearly the same within subset, except for KNN with
2000 genes. Noting this exception, the choice of classification technique is less
important for data in which classes are well separated in descriptor space.

However, the error rates were higher and more variable for the NCI60 data sets
(Table 2 and Fig. 1). This difference is partly due to multiple classes and few repli-
cates per sample. For these data, there appears to be a performance difference
among methods within each gene subset. Specifically, KNN and RF perform signifi-
cantly worse than the other methods. At the other extreme, the best performers are
SVM and PLS. Hence, the choice of classification method appears to be important
when analyzing data that are more complicated.

We observed similar results in four additional microarray datasets (Table 2 and
Fig. 1). The SVM remained to be the top performer regardless of using the 50-gene
or the 2000-gene subset for each of the four datasets. In a similar comparative study
of different classification methods on proteomic data, SVM was also one of the best
methods using markers having the highest t-statistic (Wu et al., 2003). The PLS,
while achieving respectable results on 50-gene subsets, performed extremely well
on 2000-gene subsets, which reflects PLS’s resilience to noise in data.

It is also interesting to note that SVM and PLS handled the multiclass ALIZ
dataset very well, in particular on the 2000-gene subset, which is more realistic
because the inherited noise is preserved. On the other hand, RF, which gave
reasonable accuracies for two-class datasets, committed much higher errors for the
multiclass ALIZ datasets.

Although SVM was the top performer for the DLBC 2000-gene subset, all
methods gave high error rates. This might suggest either very weak class difference

Table 2. Continued.

LOOCV Bootstrap

Dataset Method

Error

rate (%)

Misclassified

samples

Error

rate (%)

Lower

CI (%)

Upper

CI (%)

PCA–QDA 51.72 9,11,13,14,15,16,
17,19,21,22,27,29,

31,33,34,37,38,40,

41,42,43,44,46,47,

48,51,52,53,54,56

32.05 22.75 41.48

PLS NAa NAb

RF 45.12 37.93 51.72

SVM 39.66 1,12,13,14,17,19,

20,23,28,33,35,37,

39,43,45,46,47,49,

52,53,54,56,58

16.17 8.62 24.14

aFailed to obtain results due to imbalance between two classes.
bCross-validation indicated that no PLS model was appropriate for this data.
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Figure 1. Graphical comparison of classification methods. For each method and each dataset,

the prediction error from bootstrap CV is reported as mean (——) with 95% confidence
interval (-) and that from LOOCV is labeled as � on the plot.

(continued)
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or extremely high noise in the data. Indeed, DLBC data were noted to have little
correlation with survival (Kaplan–Meier log-rank p-value is 0.497) and high
misclassification rate (26=58) (Shipp et al., 2002).

Among the statistical approaches that we used, PLS and PCA-DA are
parametric methods and pay more attention on assumptions about the underlying

Figure 1. Continued.
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structure of the data. When using PCA-DA, the dimension reduction occurs prior to
finding an optimal separating hyper-plane. The independence of the dimension
reduction and discrimination can often lead to a less-than-desirable model. Alterna-
tively, PLS simultaneously reduces dimension and discriminates, thus producing a
more optimal model.

The KNN is a nonparametric statistical method and is a special case of kernel
density estimator (Scott, 1992). Hence, KNN requires no underlining distribution
assumption and is used frequently as an exploratory tool. The KNN is simple to
implement and was noted for excellent performance in classifying image datasets
in the StatLog project (Michie et al., 1994). However, it does not explain the under-
lining structure in the data.

Among the learning algorithms, the field of NN is very diverse. Neural networks,
in one of its simplest forms, is equivalent to logistical regression in statistics.
Details of statistical model fitting in NN are hidden from the user. The downside
of NN is the lack of diagnostics, which are important for assumption checking
and model fine-tuning. Neural networks was noted for the best or near the best per-
formance in StatLog project for most of the datasets (Michie et al., 1994). However,
NN was not noted for speed, due to slow convergence (Michie et al., 1994). Multiple
starting points and fine-tuning might be required to build a ‘‘good’’ NN architecture
(Ripley, 1996). Another drawback is the difficulty of interpreting the model
generated by NN.

Support vector machines, a recent phenomenon in learning algorithm circles,
benefited from development in other learning algorithms (such as NN). Yet, SVM
has strong theoretical foundations in mathematics and statistics (Vapnik, 1998).
More importantly, SVM, formulated as a dual problem, is easy to solve and flexible
to use for a wide range of data, given the choice of many different kernels. Initially
developed for binary classification, SVM has evolved to accommodate multiclass
problems (Hsu and Lin, 2002). The SVM presents great promise for genomic appli-
cations, such as microarray data analysis (Ben Dor et al., 2000; Brown et al., 2000;
Chow et al., 2001; Furey et al., 2000; Lee and Lee, 2002; Moler et al., 2000;
Ramaswamy et al., 2001; Yeang et al., 2001).

Potential pitfalls exist when one uses the result from a subset generated in a
variable selection study to infer the generalized error rate of the whole dataset,
due to the selection bias. Although remedies (using external selection coupled with
cross-validation or bootstrap) exist if the assessment of the selection bias is desired,
they are not foolproof (Ambroise and McLachlan, 2002). Therefore, bias could still
be introduced, when making direct comparison of any two subsets, regardless of
what selection criteria were used (either scientific or statistical), how many genes
were chosen, and what remedy was used.

Given this concern, even though it is tempting to compare the performance of
each method in the 50-gene subset with that in the 2000-gene subset for each dataset,
the comparison would not be appropriate. In addition, each subset has a different
purpose. Our intention is to compare the different methods on the same dataset
instead of on different datasets (the 50-gene subset and 2000-gene subset are different
datasets). The 50-gene subsets can be thought of as a complete mock dataset to reflect
one scenario of a biomarker study (e.g., measure small number of genes using QPCR
or custom microarray due to limited sample or resource). The subsequent analyses
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were performed without selecting a ‘‘subset’’ from this ‘‘complete dataset.’’ Although
we would prefer to use the whole dataset to reflect another scenario in biomarker stu-
dies where we could measure all genes, we had to settle with 2000 genes to ensure
most methods would be computationally feasible given our computation resources.

Although we did not perform a direct computational comparison among
methods, we can make general conclusions about computational concerns. Because
our bootstrap iteration size is 2000, all of the methods shown here are compu-
tationally intensive. This issue could become problematic when a larger (more genes)
data set is used. Running BS as a parallel process may reduce the computation time.
Unfortunately, certain methods, including NN, cannot handle large datasets when
the bootstrap methodology is used.

In biomarker applications using expression data, there may be some added
benefit by taking a combination approach. Using top performers (PLS and SVM)
in combination with other methods (such as KNN, NN, RF, etc.) may increase
the confidence in prediction and=or generate more interpretable model. For future
research, we are interested in studying the combination approach in more detail.
In addition, using a variety of classification techniques in combination with cross-
validation provides a way to identify consistently misclassified samples, which initi-
ally may have been mislabeled. For example, in the AML=ALL dataset, observation
66 was consistently misclassified (Table 2). This was one of the observations that
Golub initially marked as uncertain (Golub et al., 1999). In the NCI60 dataset, some
observations (4, 5, 8, 9, 10, 19, 20, 27, 44, 50, 51) could also be mislabeled. Ross et al.
(2000) previously suggested that two breast cancer cell lines (50, 51) might have been
mislabeled and were in fact melanoma cell lines. The use of multiple methods here
coincides with that opinion. However, it is unlikely that all of those observations
are mislabeled; rather, it is more plausible that some of those observations are
difficult to classify.
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