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ABSTRACT This article describes a method
developed for predicting transmembrane !-barrel
regions in membrane proteins using machine learn-
ing techniques: artificial neural network (ANN) and
support vector machine (SVM). The ANN used in
this study is a feed-forward neural network with a
standard back-propagation training algorithm. The
accuracy of the ANN-based method improved signifi-
cantly, from 70.4% to 80.5%, when evolutionary infor-
mation was added to a single sequence as a multiple
sequence alignment obtained from PSI-BLAST. We
have also developed an SVM-based method using a
primary sequence as input and achieved an accu-
racy of 77.4%. The SVM model was modified by
adding 36 physicochemical parameters to the amino
acid sequence information. Finally, ANN- and SVM-
based methods were combined to utilize the full
potential of both techniques. The accuracy and
Matthews correlation coefficient (MCC) value of
SVM, ANN, and combined method are 78.5%, 80.5%,
and 81.8%, and 0.55, 0.63, and 0.64, respectively.
These methods were trained and tested on a nonre-
dundant data set of 16 proteins, and performance
was evaluated using “leave one out cross-valida-
tion” (LOOCV). Based on this study, we have devel-
oped a Web server, TBBPred, for predicting trans-
membrane !-barrel regions in proteins (available at
http://www.imtech.res.in/raghava/tbbpred). Proteins
2004;56:11–18. © 2004 Wiley-Liss, Inc.
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INTRODUCTION

Integral membrane proteins play a central role in cellu-
lar metabolism. Approximately 20% of genes may encode
for membrane proteins.1,2 Among them, plasma mem-
brane proteins consist of mostly transmembrane !-helices
and outer membrane proteins consisting of "-barrels.
Thus, compared to soluble cytoplasmic globular proteins
having a large number of possible structural folds, integral
membrane proteins exist in more abundant transmem-

brane helices and rather less encountered "-barrel pro-
teins.2,3 Both types show high neighborhood co-relation
limiting the total number of different topologies. The latter
have been known in the outer membrane of bacteria,
chloroplasts, and mitochondria. But none of the chloro-
plast and mitochondrial proteins have yet been structur-
ally proven. Functions of "-barrel membrane proteins are
more diverse than anticipated earlier, when they were
considered simple passive pores used for transport across
bacterial membranes.4,5 Their functions are as diverse as
active ion transporters for nutrient uptake, membrane
anchors, membrane-bound enzymes, and also for defense
against pathogenic proteins. It is now evident that differ-
ent barrel sizes are associated with different functions.

Presently, known sizes range from small, 8-stranded to
large, 22-stranded "-barrels existing either as monomers
or oligomers. The smallest monomeric barrels form inverse
micelles and work as enzymes or bind to macromolecules,
or are involved in pathogenicity (e.g., OmpT, OmpLA).6,7

The medium-range barrels, which include trimeric porins
of gram-negative proteins, form more or less specific pores
for nutrient uptake (e.g., OmpX), while the largest barrels
occur in active Fe#2 transporters (e.g., FhuA, FepA).8,9

All "-barrels contain meandering, even-numbered anti-
parallel sheets, whose topologies are defined by their
strand number and shear number (measure of inclination
angle of "-strand against the axis). A set of 10 construction
rules have been outlined by Schulz.5 The membrane
assembly of outer membrane proteins is more complex
than that of transmembrane helical proteins, owing to
intervention of many charged and polar residues in the
membrane.10 The simplest approach of looking for alternat-
ing polar and nonpolar residues at the inside and outside
of membrane, which proved successful for transmembrane
helix prediction,11,12 is thus not applicable for "-barrel
proteins. Also, the development of a three-dimensional
(3D) model for transmembrane "-barrel proteins has not

*Correspondence to: G. P. S. Raghava, Bioinformatics Centre,
Institute of Microbial Technology, Sector 39A, Chandigarh, India.
E-mail: raghava@imtech.res.in

Received 25 September 2003; Accepted 22 December 2003
Published online 7 May 2004 in Wiley InterScience

(www.interscience.wiley.com). DOI: 10.1002/prot.20092

PROTEINS: Structure, Function, and Bioinformatics 56:11–18 (2004)

© 2004 WILEY-LISS, INC.



been undertaken extensively due to low sequence identity
among these proteins even in the membrane spanning
regions; thus, only a single model is available to date.13

However, a number of methods are available for transmem-
brane helix prediction, such as DAS, PHDhtm, SOSUI,
PRED-TMR, TMHMM, and TopPred2,14 in contrast to
only a few methods available for transmembrane "-barrel
prediction.15–17

A rules-based approach has been successfully applied for
the prediction of transmembrane "-barrels in porins by
Gromiha et al.18 A similar approach based on the analysis
of 3D structures of 6 "-barrel proteins including parame-
ters such as secondary structure, hydropathy, and am-
phipathicity, was undertaken by Zhai et al. in 2002.17 A
neural network-based predictor was developed that is
especially suited to predict the topography of the "-barrel
transmembrane proteins.15 A hidden Markov Model
(HMM)-based method, trained on evolutionary informa-
tion, was developed, which predicted not only the trans-
membrane "-barrel regions but also discriminated be-
tween outer membrane, transmembrane helical proteins,
and cytoplasmic globular proteins.16 However, to the best
of our knowledge, there is not a single public domain Web
server for predicting the "-barrel region in proteins.

In this study, a systematic attempt has been made to
develop the method for predicting transmembrane "-bar-
rel regions in proteins using the machine learning tech-
niques and larger data set of proteins. The machine
learning techniques in this study include the artificial
neural network (ANN) and the support vector machine
(SVM). The ANN used is a feed-forward neural network
with a standard back-propagation training algorithm. It
has been shown in the past that evolutionary information
in the form of multiple sequence alignment or profile
improves the performance of secondary structure predic-
tion methods.19–21 Thus, we have used multiple sequence
alignment obtained from PSI-BLAST22 output as input for
ANN instead of single sequence. We have also imple-
mented another powerful and commonly used classifier
SVM for predicting "-barrels. SVM, a class of statistical
learning algorithm, was first explained by Vapnik.23 Since
then, they have become extremely popular and are being
enthusiastically implemented in the field of computational
biology for protein fold recognition, Major Histocompatibil-
ity Complex (MHC) binding peptide prediction, microarray
analysis, and many other classification problems. In our
present work, two kinds of SVM models were developed —
one based only on the amino acid sequence information
and a second based on amino acid information and 36
physicochemical parameters. The parameters used for
developing this model are available with Protein Sequence
Analysis (PSA) server at http://www.imtech.res.in/raghava/
psa. The PSA Web server requires only protein sequence.
The server has data for all 36 of the above-mentioned
physicochemical parameters for all 20 amino acids col-
lected from the literature. The major classes of parameters
used were solvent accessibility, hydrophobicity, hydrophi-
licity, flexibilty, charge, volume, polarity, concentration of
neighboring aromatic residues, and propensities of all 20

amino acids for !-helices, "-sheets, and turns. We have
exploited the ability of SVM to work on a very large
number of feature vectors by using information in the form
of 36 physicochemical parameters, including parameters
associated with various propensities of all 20 amino acids,
along with sequence information. In the earlier studies,
conformational parameter information, along with hydro-
phobicity profiles of amino acids, was used by Gromiha et
al.,18 but only for porins as a rules-based approach. This
set of features was motivated by the distinct hydrophobic-
ity profile of transmembrane "-strands, flexibilty of the
interconnecting loops that are part of barrels, and finally,
the solvent accessibilty and polarity profiles that mark the
cytoplasmic and transmembrane regions of the "-barrels.

The overall per residue accuracy is 78.5% and 80.5% for
SVM- and ANN-based methods, respectively. Finally, a
combination of the two learning techniques has resulted in
a better accuracy measure of 81.8%, which is comparable
to the best available method.15 The accuracy of ANN and
SVM for discriminating between "-barrel and non-"-
barrel proteins is 88.9% and 92.3%, respectively. A Web
server based on this method is available as Tbbpred at
http://www.imtech.res.in/raghava/tbbpred.

SYSTEM AND METHODS
Data Set

The data set used for training and testing consisted of 16
nonredundant "-barrel membrane proteins with less than
30% sequence similarity, and whose 3D structure informa-
tion is available in the Protein Data Bank (PDB). The
number of "-strands in the barrels varied from 8 to 22.
Proteins and their detailed description, including PDB
codes, are shown in Table I.

To discriminate between "-barrel and non-"-barrel pro-
teins, a data set of 116 proteins was created, which
consisted of 100 globular proteins having less than 25%
sequence identity and 16 "-barrel proteins (used in this
study).

Implementation of the Neural Network Predictor

Neural network predictor was implemented using the
Stuttgart neural network simulator (SNNS). A feed-
forward neural network with back-propagation algorithm
was used to discriminate between membrane "-strand and
non-"-strand regions. The network consisted of one hidden
layer of 5 nodes and a single output node. A window size of
9 was used. Evolutionary profiles were given as input, as
derived from PSI-BLAST22 with threshold 0.001 to search
against the nr database available at http://ncbi.nlm.nih.
gov/blast/.

Sequence-Based SVM Model

Feature representation. In the case of sequence-based
model, for each amino acid of the data set protein, feature
vectors were assembled from binary encoded representa-
tions of each individual amino acid only. A window size of 9
was used, and each amino acid was represented by 21
units. The SVM model was trained and tested on the data
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set of 16 proteins and evaluated using “leave one out
cross-validation” (LOOCV).

Physicochemical Parameter-Based Model

Feature Representation. For constructing this model, the
real encoded values representing various physicochemical
features were added to the amino acid sequence informa-
tion (Table II). A window size of 9 was used. Each amino
acid was represented by 21 binary encoded units plus 36
real encoded units. The parameter values were averaged
to fit in the range of 0–1, as amino acid information was
binary encoded.

AvgParm $
Parm % Minval

Maxval % Minval
. (1)

Here, AvgParm represents any averaged physicochemical
parameter and Parm, Minval, and Maxval represent the
actual value, maximum value, and minimum value, respec-
tively, of the parameter under consideration.

Implementation. SVM learning was implemented using
SVMlight (Joachims24), available at http://www-ai.cs.uni-
dortmund.de/software/svm_light. This package enables the
user to define the number of parameters and also the
choice of various kernels as linear, polynomial, radial basis
function, sigmoid, or any user-defined kernel. In this
study, the regression mode of SVM was used to model the
transmembrane "-strand regions of the training set.

Assuming that we have number of proteins xi & Rd(I $
1,2…N) with corresponding target values yi & {'target
value(}, the xi corresponds to the sequence of amino acids
representing a protein presented to SVM for learning.
Here, the target value is either #1, representing an amino
acid in the transmembrane "-strand, or %1, representing a
residue in conformation other than transmembrane "-bar-
rel. SVM maps the input vectors xi into high-dimensional
space, where the error is minimal on the training set. The
decision function implemented by SVM can be written as

F)x* ! sign)!
i$1

N

yi!iK)xixj " b**. (2)

The value of !i is given by the task of quadratic program-
ming, thus maximizing the subject to 0 # !i # C. C is the
regulatory parameter that controls the trade-off between
the margin and the training error and b is the threshold for
defining the hyperplane.

Training and testing sets were developed from the data
set of 16 proteins. In this work, various parameters related
to SVM learning were chosen and optimized after spend-
ing lots of computational time. The kernel chosen was
Radial Basis Function (RBF) with regression mode. While
the choice of RBF width is at least guided by the heuristic,
there is no hint available on how to choose the error weight
C. Choosing the kernel type is analogous to choosing
architecture for artificial neural networks. The C parame-
ter that controls the error–margin trade-off was set to 30,
and parameter +-g was set to 0.08; J—the cost factor by
which the training errors on positive examples outweigh
errors on negative examples—was set to 0.1. Learning was
carried out using other kernels—linear, polynomial, and
sigmoid also—but the best results were obtained with the
RBF kernel:

KRBF)x1,x2* ! exp" " #x1 " x2#2

2,2 $. (3)

Combination of SVM and ANN Methods

In this study, finally, we have combined both SVM and
ANN methods (for details, see architecture in Fig. 1). In
the case of SVM, output of a residue was in the range of
%1.5 to 1.5 compared to 0 to 1 in ANN. We have normal-
ized the SVM score in order to make it in the range of 0 to 1
by adding 1.5 to the SVM score and dividing by 3. The final
per residue score was calculated by taking the average of
two scores (ANN score and normalized SVM score).

TABLE I. Details of Proteins Included in the Data Set, Where Number Refers to the Number
of Strands in a Barrel

PDB
code Organism Name & Number Authors
1A0S Salmonella typhimurium Maltoporin—18 Forst et al.27

2MPR Salmonella typhimurium Maltoporin—18 Meyer et al.28

1Af6 Echerichia coli Maltoporin—18 Wang et al.29

1BXW Echerichia coli OmpA—8 Pautsch and Schulz30

1QJ8 Echerichia coli OmpX—8 Vogt and Schulz31

1E54 Commanus acidovorans Porins—16 Zeth et al.7
1PRN Rhodopseudomonas blastica Porins—16 Kreutsch and Schulz32

2POR Rhodobacter capsulatus Porins—16 Weiss and Schulz33

2OMF Echerichia coli Porins—16 Cowan et al.34

1FCP Echerichia coli Fe#2 Transporter—22 Fergusson et al.9
1QKC Echerichia coli Fe#2 Transporter—22 Fergusson et al.9
1FEP Echerichia coli Fe#2 Transporter—22 Buchman et al.8
1I78 Echerichia coli OmpT—12 Krammer et al.35

1QD5 Echerichia coli Phospholipase A—22 Snijder et al.36

1PHO Echerichia coli Phosphoporin—18 Cowan et al.37

1K24 Neisseria meningitidis OpcA—10 Prince and Actin38

TRANSMEMBRANE --BARREL PROTEINS SVM AND ANN 13



Fig. 1. Pictorial representation of the prediction method.

TABLE II. All 36 Properties, Which Include Various Physicochemical Properties and Conformational
Propensities for all 20 Amino Acids

Hydrophobicity Method
Avg. surrounding hydrophobicity—Manvalin et al.39

Hydrophobic index—Ponnuswamy et al.40

Hydrophobicity in folded form—Ponnuswamy et al.40

Hydrophobic gain—Ponnuswamy et al.40

Surr. hydrophobicity in !-helix—Ponnuswamy et al.40

Surr. hydrophobicity in "-sheet—Ponnuswamy et al.40

Surr. hydrophobicity in "-turn—Ponnuswamy et al.40

Hydrophobicity - Eisenberg41

Hydrophilicity
Hydrophilicity—Hopp and Woods42

Hydropathy—Kyte and Dolittle43

Hydrophilicity from HPLC—Parker et al.44

Hydrophilicity—Jones45

Solvent accesibility
Percentage of buried residues—Janin et al.46

Percentage of exposed residues—Janin et al.46

Accesibility reduction ratio—Ponnuswamy et al.41

Avg. number of surrounding residues—Ponnuswamy et al.41

Flexibity
Flexibility—Bhaskaran and Ponnuswamy47

Flexibility for no rigid neighbors—Bhaskaran et al.48

Flexibility for 1 rigid neighbor—Bhaskaran et al.48

Flexibility for 2 rigid neighbors—Bhaskaran et al.48

Local flexibility—Ragone et al.49

Free energy transfer to surface Bull and Brease50

Polarity Ponnuswamy et al.40

Volume Chothia et al.51

Normalized frequency of "-sheet, !-helix, and reverse turn Levith et al.57

Charge —
Local conc. Ar residues —
OMH Barrel and Bankier57

PEST Signature of rapidly degrading proteins

HPLC, ; OMH, ; PEST, .
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Evaluating the Model/Network

The performance of any prediction algorithm is often
checked by the cross-validation or jack-knife tests.25 The
prediction accuracy of both the trained neural network and
SVM model was tested using LOOCV. This is considered to
be one of the most rigorous testing procedures, wherein the
entire data set of n proteins is divided into n subsets. The
classifier was trained on n-1 proteins and tested on the nth
protein. The entire process was repeated n times using
each subset as the test set and the rest as a training set.
The results of the test sets were combined to get an overall
estimate of prediction accuracy and finally checked at
different thresholds.

Scoring the Prediction

The prediction results from both SVM and ANN were
evaluated using the following statistical measures:

1. Accuracy of all the three methods—neural network,
SVM model, and combined (Fig. 2)—was calculated as
follows:

QAcc $
TOTc
Total, (4)

where TOTc is the total number of correct predictions
(includes both true postives and true negatives) and Total
is the total number of predictions made.

2. The Matthews correlation coefficient (MCC) is defined
as

MCC !
)P $ N* " )O $ U*

%)P % U* $ )P % O* $ )N % U* $ )N % O*
,

(5)

where P and N refer to correct " and non-" predictions,
and O and U refer to over- and underpredictions, respec-
tively.

3. Sensitivity (Qsens), specificity (Qspec), and non-predicted
value (NPV) of the prediction methods are defined as

Qsens !
TP

TP % FN

(6)Qspec !
TN

TN % FP

NPV$
TN

FN % TN,

where TP, FP, TN, and FN refer to true positives, false
positives, true negatives, and false negatives, respectively.

4. The Qok index was calculated as the percentage of
proteins with correctly located "-strands with tolerance
T $ 4. This was calculated as described by Rost et al.14

Qok $ number of correctly predicted proteins/total
number of proteins.

RESULTS AND DISCUSSION

Prediction of "-barrel regions from the primary se-
quence of transmembrane "-barrel proteins has not been

Fig. 2. ROC plot for ANN, SVM, and the combined prediction method.
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extensively undertaken due to the limited number of
structures available, very low sequence identity even in
the transmembrane regions, and the hydrophobicity pro-
file (characteristic of transmembrane proteins), which
does not follow a set pattern. Also, among the available
methods, none is available as a Web server.

Here, we have explored the learning potentials of ma-
chine-learning techniques, namely, ANN and SVM. The
two main inspirations behind the present work were (1) to
make available a Web-based tool for the prediction of
transmembrane "-barrels, and (2) to exploit the learning
potential of SVM, especially in the case of nonlinear
mappings, and also utilize the characteristic nature of
amino acids present in the various regions of the transmem-
brane "-strands.

The results obtained by the two methods provided
different insights. The ANN-based method, which utilized
both sequence information and evolutionary profiles of the
data set proteins, showed similar results to those obtained
in the first attempt by Casadio et al.16 However, in the
present case with an updated data set of 16 proteins, the
prediction accuracy is 80.5% compared to 78.0% reported
earlier with evolutionary profile and 70.38% as compared
to 69.3% with just sequence information (Table III). This is
probably due to the fact that a larger number of proteins
was used for training and testing in the present study.
Another probable reason could be the more extensive
learning, which we undertook using lots of variation in the
learning parameters of the neural network. This high-
lights the ever-contested feature of ANN being a “black
box” method due to the lack of interpretation of the
weights achieved in the optmization process and the fact
that solution is not unique, because different weights and
weight patterns can lead to the same or better prediction
outcome. On the other hand, SVM training always seeks
globally optimized solution and has the potential to deal
with a large number of feature vectors. Another advantage
of SVM over neural networks is its transparency. Predic-
tion accuracy achieved by an SVM-trained model using
LOOCV is 78.45%, which is comparable to that achieved
by ANN-based learning.

Earlier work by Schulz et al.26 has shown the character-
istics of various amino acids in the transmembrane
"-strands and their relevance. The hydrophobicity and
hydrophilicity profiles have always been considered char-
acteristic of transmembrane proteins. These features were
exploited to develop an SVM model for the prediction of
residues in transmembrane "-barrel regions. As shown in
Table III, the combined predictions resulted in an increase

in prediction accuracy (81.8%), which is comparable to the
best available method.15 The fundamental reason that can
be speculated from the results is the basic difference in the
information used for the training SVM model and neural
network predictor; whereas the SVM-based model worked
on sequence information and physicochemical parameters,
the neural network predictor leared from evolutionary
profiles obtained from PSI-BLAST. Because of this differ-
ence in the learning techniques, one method learned what
the other one failed to learn. This is the first report of the
development of an SVM-based method for prediction of
transmembrane "-barrel regions. The methods described
in this study are threshold dependent; thus, their accuracy
also depends on threshold. We have selected the threshold
at which sensitivity and specificity values are nearly the
same. The performance of ANN, SVM, and the combined
approach is presented as a receiver operating characteris-
tic (ROC) plot, which further demonstrates the better
quality of prediction by the combined method. One of the
most important measures of accuracy in the case of
membrane proteins is Qok. This measure is also checked
for the two methods (see Table III).

Discriminating Power

The method described in this study was developed with
the aim of predicting "-barrel regions in transmembrane
"-barrel proteins. Thus, one of the major problems is to
discriminate between globular and transmembrane "-bar-
rel proteins. We have made an attempt to use this method
for scanning/classifying the proteins. A data set consisting
of all 16 "-barrel proteins used in this study and 100
globular proteins (having less than 25% sequence identity)
picked up randomly, was used. The SVM- and ANN-based
methods were used to predict "-barrel regions in all 116
proteins in the data set. We know that "-barrel proteins
consist of a large number of "-barrel regions; for example,
all 16 "-barrel proteins used in this study have minimum
of 8 "-strands, where the minimum length of each strand
is 5 residues. In order to classify a protein as "-barrel or
non-"-barrel, we have chosen the criterion of a minimum
of 8 strands. The discriminative capability of SVM and
ANN methods is shown in Table IV, which indicates that
they were able to classify two classes (globular and trans-
membrane "-barrel) of proteins with respective accuracies
of 92.3% and 88.8%, respectively, at a minimum length of 7
residues. Thus, the method can also be used to classify
proteins.

TABLE III. Statistical Evaluation of SVM Model and Neural Network Predictor

Method Accuracy Senstivity Specificity NPV MCC Qok
SNNS–Sequence 70.38 0.67 0.75 0.67 0.41 —
SNNS–PSI-BLAST 80.52 0.86 0.78 0.86 0.63 0.4375 (7/16)
SVM (seq. only) 77.38 0.72 0.83 0.80 0.54 —
SVM (Seq. # parm.) 78.45 0.70 0.85 0.80 0.55 0.625 (10/16)
SNNS # SVM 81.83 0.82 0.83 0.86 0.64 0.5625 (9/16)

*The values in parenthesis are the number of proteins predicted correctly.
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TbbPred Server

Based on this work, the Web server TbbPred has been
developed to predict the transmembrane "-barrel regions
from the primary sequence of a protein. The server imple-
ments both neural network predictor and the SVM model,
wherein the user can choose either the neural network or
SVM, or a combined approach for prediction. Further, the
method also predicts whether the query protein is a
"-barrel membrane protein or not. The server is available
at http://www.imtech.res.in/raghava/tbbpred.
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