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ABSTRACT
Summary: The support vector machine (SVM) learning
algorithm has been widely applied in bioinformatics. We have
developed a simple web interface to our implementation of
the SVM algorithm, called Gist. This interface allows novice
or occasional users to apply a sophisticated machine learn-
ing algorithm easily to their data. More advanced users can
download the software and source code for local installation.
The availability of these tools will permit more widespread
application of this powerful learning algorithm in bioinformatics.
Availability: Web interface at svm.sdsc.edu. Binaries and
source code at microarray.cpmc.columbia.edu/gist.
Contact: pp175@columbia.edu

The support vector machine (SVM) (Vapnik, 1998) is a
supervised learning algorithm, useful for recognizing subtle
patterns in complex datasets. The algorithm performs dis-
criminative classification, learning by example to predict
the classifications of previously unseen data. The algorithm
has been applied in domains as diverse as text categoriza-
tion, image recognition and hand-written digit recognition
(Cristianini and Shawe-Taylor, 2000). Recently, SVMs have
been applied in numerous bioinformatics domains [reviewed
by Noble (2004)], including recognition of translation start
sites (Zien et al., 2000), protein remote homology detec-
tion (Jaakkola et al., 1999; Liao and Noble, 2002; Leslie
et al., 2003), protein fold recognition (Ding and Dubchak,
2001), microarray gene expression analysis (Brown et al.,
2000; Guyon et al., 2001; Mukherjee et al., 1999; Furey
et al., 2001; Vert and Kanehisa, 2003), functional classifica-
tion of promoter regions (Pavlidis et al., 2001), prediction
of protein–protein interactions (Bock and Gough, 2001) and
peptide identification frommass spectrometry data (Anderson
et al., 2003).
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The popularity of the SVM algorithm stems from four
primary factors. First, the algorithm boasts a strong theor-
etical foundation, based upon the dual ideas of VC dimension
and structural risk minimization (Vapnik, 1998). Second,
the SVM algorithm scales well to relatively large datasets.
Third, the SVM algorithm is flexible, as evidenced by the
list of applications above. This flexibility is due in part to the
robustness of the algorithm itself, and in part to the paramet-
erization of the SVM via a broad class of functions, called
kernel functions. The behavior of the SVM can be modified
to incorporate prior knowledge of a classification task simply
by modifying the underlying kernel function. The fourth and
most important explanation for the popularity of the SVM
algorithm is its accuracy. Although the underlying theory
suggests explanations for the SVMs excellent learning per-
formance, its widespread application is due in large part to
the empirical success the algorithm has achieved.
This note describes a publicly accessible web interface

that allows novice or occasional SVM users to perform
SVM training and classification. For details on using the
software and explanations of the underlying algorithms,
we refer readers to the web site and the references lis-
ted there. Users who find the web interface limiting can
use the command-line Gist software, which is available in
binary and source code form. Potential SVM users might
also be interested in a number of other liberally licensed
SVM implementations that have been described previ-
ously, including mySVM (http:www-ai.cs.uni-dortmund.de/
SOFTWARE/MYSVM), SVMlight (Joachims, 1998),
LIBSVM(www.csie.ntu.edu.tw/~cjlin/libsvm) and svmTorch
(Collobert and Bengio, 2001).
The entry point to the SVM is a simple form that has only

three required inputs: a training dataset, a set of class labels
for the training data and a test dataset. The datasets take the
form of spreadsheet-like, tab-delimited text files that are very
simple to set up. The training and test data files each con-
sist of examples given as rows of tab-delimited features. For
example, for a tumor-classification task using gene expression
data, each row represents an individual tumor sample, and
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each column represents the expression level of a particular
gene. The class label file identifies each training example
as either a positive (denoted by ‘1’) or negative (‘−1’).
A demonstration dataset is available on the web site, and
a sample analysis using this dataset can be run by checking a
box on the input page.
Upon submitting their data, the user is directed to a page that

informs them of the progress of the analysis and any problems
encountered. When the SVM analysis is complete, the results
are presented both as HTML tables and as down-loadable,
tab-delimited files that can be used for further analysis by the
user. The results consist of two parts: training results and test
results. For training, a summary is provided in terms of total
number of errors committed (false positives etc.), as well as a
detailed table of the results for each example. The test results
consist of a predicted classification of each test example.
The web interface provides a number of parameters that

can be optionally set by the user. Among the most important
is the choice of the kernel function. Gist implements the com-
monly used polynomial and radial basis function kernels; the
default is a simple dot product. Using higher-order polynomial
or radial basis kernels can sometimes improve the separabil-
ity of the two classes of samples by performing an implicit
projection of the data into a higher-dimensional feature space.
Gist also implements a so-called ‘soft margin’, meaning

that classification errors during training can be tolerated. This
makes the algorithm capable of learning from noisy datasets
that might otherwise be non-separable. The default soft mar-
gin settingsworkwell inmany caseswe have encountered, but
the user has a choice of both one-norm and two-norm softmar-
gins (Cristianini and Shawe-Taylor, 2000). These and other
parameters are fully documented on the web site. Additional
features of the software not available in the web interface,
including hold-one-out cross-validation and feature selection,
can be accessed by using the command-line version of Gist.
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