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Support vector machine (SVM), as a novel type of learning machine, for the first time, was used to develop
a predictive model for early diagnosis of anorexia. It was based on the concentration of six elements (Zn,
Fe, Mg, Cu, Ca, and Mn) and the age extracted from 90 cases. Compared with the results obtained from
two other classifiers, partial least squares (PLS) and back-propagation neural network (BPNN), the SVM
method exhibited the best whole performance. The accuracies for the test set by PLS, BPNN, and SVM
methods were 52%, 65%, and 87%, respectively. Moreover, the models we proposed could also provide
some insight into what factors were related to anorexia.

1. INTRODUCTION

Anorexia in infancy or early childhood is one of the most
familiar diseases in pediatrics, especially in the children
ranging in age from 9 months to 7 years old. Infant and
young children’s anorexia was first described by Chatoor
and Egan,1 as a separation disorder and later defined as a
transactional feeding disorder. It is characterized by the
infants’ persistent food refusal for more than 1 month,
malnutrition of the infant. However, anorexia is usually
considered a psychogenic disorder, and there were no
nationally defined criteria for the diagnosis of feeding
disorders. Different authors used a variety of diagnostic
methods and assigned different labels to address this problem.
Furthermore, the clinic diagnosis is always determined by
well-trained experts by observing patients for 1 or 2 months
for the patients.2,3 Such lengthy reduction in food intake
always leads to weight loss, poor food efficiency, depletion
of protein, growth retardation, and worsening of the child’s
condition.4 Therefore, early diagnosis is an important factor
to alleviate the harm to an infant or a young child.

In recent years, reports have proposed some possible
interactions between some elements in the human body and
anorexia in infancy or early childhood. According to reported
studies,5,6 human health may be affected by the amount of
certain elements available from food, drinking water, and
the atmosphere. Some, such as Zn, Fe, Ca, and Mg, play
important roles in the metabolism of neuronal cells and their
appendages. Metal ions perform catalytic roles in numerous
enzymes and have antioxidant action and various other
processes. There is considerable information that the respec-
tive element deficiency or excessive intake may disturb some
elemental homeostasis, thus resulting in different diseases,
such as anorexia.7 It is apparent that concentrations of these

elements have significant potential to be a valid monitor and
preventive tools for early diagnosis of anorexia.8-10 Previous
studies of anorexia mainly focused on the anorexia nervosa,11

disease-associated anorexia,12 or the treatment and physical
recovery of anorexia.13 To the best of our knowledge, there
are no quantitive methods for the diagnosis of anorexia
described in the literature.

Many different methods can be used to perform quantita-
tive studies, such as Least Squares (PLS), back-propagation
neural network (BPNN), and support vector machine (SVM).
PLS is a linear technique, commonly used for regression and
classification.14 BPNN (back-propagation neural networks)
is a popular method for classification and multivariate
calibration problems.15 The flexibility of neural networks
enables them to discover more complex nonlinear relation-
ships in experimental data. However, these neural systems
have some problems inherent to its architecture in relation
to overtraining, overfitting, and network optimization. SVM
is a new algorithm from the machine learning community.
Overfitting of data can be avoided by using the SVM
algorithm effectively. Due to its remarkable generalization
performance, the SVM has attracted attention and gained
extensive applications in many areas, i.e., isolated handwrit-
ten digit recognition,16 object recognition,17 drug design,18

prediction of protein structure,19 identifying genes,20 and
diagnosing breast cancer,21 etc.

In the present work, the models based on the correlation
between the six elements (Zn, Fe, Ca, Mg, Mn, and Cu) and
anorexia were built by three methods: PLS, BPNN, and
SVM. The work reported here aimed to (1) build predictive
models for anorexia and compare the modeling efficacies
of the three methods and (2) find the factors related to early
diagnosing of anorexia.

2. METHODOLOGY

2.1. Partial Least Squares.PLS analysis is a method
based on principal component-like latent variables. It allows
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modeling of several dependent variables simultaneously and
avoids the collinear problem among independent variables
by regressing the dependent variables on orthogonal latent
variables. PLS can be used for classification by rounding
the output value obtained to an integer. More details on PLS
can be found in ref 22.

2.2. Back-Propagation Neural Network.Back-Propaga-
tion Neural Network (BPNN) is one of the most popular
neural networks.23 The BPNN model is composed of a large
number of simple processing elements (PE) or neuron nodes
organized into a sequence of layers. The first layer is the
input layer with one node for each variable or feature of the
data. The last layer is the output layer consisting of one node
for each variable to be investigated. Between the two layers
are a series of one or more hidden layer(s) consisting of a
number of nodes, which are responsible for learning. Nodes
in any layer are fully or randomly connected to nodes of a
succeeding layer. Each connection is represented by a number
called a weight (w). BPNN is most often used to analyze
nonlinear multivariable data. In this network, signals are
propagated from the input layer through the hidden layer(s)
to the output layer. A node thus receives signalsVia
connections from other nodes (or the outside world in the
case of the input layer). For the criterion of classification,
the value of output should be rounded to an integer.

2.3. SVM.What follows is a brief description of the SVM
algorithm. A more detailed description can be found in
Vapnik’s24 and Burges’s articles.25

Support vector machine is a learning system that uses a
hypothesis space of linear functions in a high dimensional
feature space, trained with a learning algorithm from the
optimization theory. Unlike artificial neural networks (ANN)
that try to minimize the error on the training data, SVM
attempts to minimize the upper bound on the generalization
error based on the principle of structural risk minimization
(SRM), which has been found to be superior to the empirical
risk minimization (ERM) principle employed in ANN.

For a two-binary classification problem, assume that we
have a set of samples, i.e. a series of input vectorsxi ∈ Rd (i
) 1, 2, ...,N), with corresponding labelsyi ∈ {- 1, + 1} (i
) 1, 2, ...,N). Here,+1 and-1 indicate the two classes.
The goal here is to construct one binary classifier or derive
one decision function from the available samples, which has
a small probability of misclassifying a future sample. Both
the basic linear separable case and the most useful linear
nonseparable case (for most real life problems) are considered
here.

For a linear separable case, there exists a separating
hyperplane whose function iswj•xj + b ) 0 which implies
the following:

By minimizing (1/2)||wj ||2 subject to this constraint, the
SVM approach tries to find a unique separating hyperplane,
which maximizes the distance between the hyperplane and
the nearest data points of each class. The classifier is called
the largest margin classifier.

By introducing Lagrange multipliersai, the SVM training
procedure amounts to solving a convex quadratic program-

ming (QP) problem. The solution is a unique globally
optimized result and can be shown as the following formula:

Only if the correspondingai > 0, thesexi are called
Support Vectors. When a SVM is trained, the decision
function can be written as

For a linear nonseparable case, allowing for training errors
can be done by introducing positive slack variablesêi (i )
1, 2, ...,N) in the constraints, which then become

We want to simultaneously maximize the margin and
minimize the number of misclassifications. This can be
achieved by changing the objective function from (1/2)||wj ||2
to

Subject to

The error weightC is a regularization parameter to be
chosen by the user, it controls the size of penalties assigned
to errors. The optimization problem is convex for any
positive integerk. Fork ) 1 andk ) 2 it is also a quadratic
programming problem. This is called the Soft Margin
Generalization of the OSH, while the original concept with
no errors allowed is called Hard Margin.

For a two-binary nonlinear classification problem, SVM
performs a nonlinear mappingΦ(•) of the input vectorxi

from the input spaceRd into a higher dimensional Hilbert
spaceH and constructs an Optimal Separating Hyperplane.
In the linear separable case, we know that the algorithm only
depends on inner products between training examples and
test examples. So we can generalize to nonlinear case. The
inner products are substituted by the kernel functionk(xi, xj)
) Φ(xi)•Φ(xj), in the input space. Then, the decision
function implemented by SVM can be written as

Two typical kernel functions are listed below:

3. DATA AND EXPERIMENT

3.1. Data Set. A data set containing 90 cases (62
nonanorexic cases and 28 anorexic cases) was collected from
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Yaojie colliery, Lanzhou, China. Diagnoses were determined
by experts of Hai Shiwan Hospital (Lanzhou, China),
according to clinic symptoms for about 1 month. In this data
set, according to the information given by the parents and
doctors, the children had no mental disorders and organic
diseases.

The data set contains two types of samples: nonanorexic
and anorexic. Number 1 was used to represent nonanorexic
cases and number 2 for anorexic ones. Each case was
described by 8 features: parameter 1 (gender); parameter 2
(age); parameters 3-8 (concentrations of 6 elements: Zn,
Fe, Mg, Cu, Ca, and Mn). To identify gender, number 0
expressed female and number 1 expressed male. The data
set was randomly divided into two sets: the training set (67
cases) and the test set (23 cases), as shown in Table 1. The
training set was used to adjust the parameters of the models,
and the test set was used to evaluate its prediction ability.
The leave-one-out (LOO) cross-validation procedure was
used to estimate the modeling ability of the model. The

predictive ability was evaluated in terms of the number of
misclassified samples and the accuracy.

3.2. Experiment.Various methods can be used to assay
the concentration of trace elements in the body, but hair
analysis is a popular and accurate method. Hair analysis can
verify extreme environmental conditions and significant
changes in lifestyle, which induce detectable imbalances of
some key trace elements.5 The elements tested in this study
were Zn, Fe, Mg, Ca, Cu, and Mn, which were chosen on
the basis of their essential role in the human organism and
the ensuing adverse effects caused by either their deficiency
or excess.

The procedure adopted in this investigation was inspired
by that already described in previous works.6 Briefly, it
consisted of the following steps:

1. Weighing the hair about 0.2 g from individuals that
came from Yaojie colliery. All subjects were interviewed at
the time of the sampling to obtain some general information
on their health status, lifestyle, etc.

Table 1. Cases, Features, and the Diagnosisa

no.
para

1
para

2
para

3
para

4
para

5
para

6
para

7
para

8 diagnosis no.
para

1
para

2
para

3
para

4
para

5
para

6
para

7
para

8 diagnosis

1b 1 1 142 54 76 93 759 2.1 1 46 1 1 100 40 35 10 1000 2.33 1
2 0 6 156 31 70 52 820 3.65 1 47 1 7 105 42 36 10 1100 2.31 1
3 0 5 70 63 54 32 850 1.35 1 48 0 6 105 45 36 10 1050 1.26 1
4b 0 4 72 60 53 32 920 1.35 1 49b 0 7 115 32 50 10 750 2.36 1
5 0 3 220 38 142 25 2300 4.56 1 50 0 3 120 60 120 10 1300 1.28 1
6b 1 2 75 40 65 22 1000 3.21 1 51 0 4 120 31 125 10 1320 3.21 1
7 1 4 69 67 36 21 1200 1.26 1 52b 1 1 122 59 59 10 686 1.35 1
8 1 5 142 54 76 20 844 2.12 1 53 0 3 145 40 85 10 920 2.44 1
9 1 1 82 40 138 17 1600 1.83 1 54 0 2 150 60 200 10 3600 1.45 1

10b 1 5 65 77 16 16 780 1.35 1 55 0 3 160 21 160 10 2500 3.56 1
11 1 7 85 36 165 16 1650 0.96 1 56b 1 2 170 35 170 10 1700 1.35 1
12b 0 3 98 32 102 16 1920 3.21 1 57 0 5 105 37 66 9 980 1.63 1
13 1 5 110 80 78 16 1300 1.45 1 58 1 1 140 95 65 9 650 1.62 1
14 0 7 170 15 164 16 1630 3.58 1 59 0 4 146 36 150 9 2300 2.65 1
15 1 5 54 85 46 15 1300 0.69 1 60 1 1 85 60 75 8 250 6.4 1
16b 0 1 55 32 94 15 1200 2.62 1 61 1 3 125 40 50 8 900 2.35 1
17 1 3 65 29 100 15 1500 1.65 1 62 1 5 128 36 54 8 1300 1.28 1
18 0 3 100 35 100 15 1900 3.52 1 63 0 1 68 62 55 35 900 3.21 2
19b 1 1 103 105 80 15 900 1.82 1 64 0 1 75 30 75 10 550 2.31 2
20 1 1 105 105 75 15 1250 2.1 1 65 0 5 66 63 54 32 850 0.95 2
21 0 6 105 35 75 15 1250 3.22 1 66 0 2.5 76 40 60 22 1100 2.14 2
22 0 1 106 48 56 15 1034 1.84 1 67 0 1 60 75 45 15 800 5.65 2
23b 0 6 110 48 60 15 1100 2.12 1 68 0 1.5 71 16 155 14 1100 2.35 2
24 1 1 140 60 110 15 2000 2.12 1 69 0 3 52 56 52 14 620 0.47 2
25 1 1 150 35 150 15 2000 2.56 1 70 1 4 60 34 66 13 1100 1.08 2
26 0 6 180 21 45 15 3400 3.87 1 71b 0 4 85 86 36 13 900 1.89 2
27b 0 1.5 185 95 45 15 4000 1.2 1 72 0 1 23 48 24 12 336 1.44 2
28 1 6 60 62 35 14 660 1.24 1 73 1 2.5 70 34 75 12 840 1.23 2
29 1 5 98 36 110 14 1860 2.31 1 74b 1 5 138 35 28 11 520 1.44 2
30 0 4 100 32 110 14 1850 2.28 1 75 1 1 135 32 35 10.5 500 1.26 2
31 1 4 148 32 162 14 1960 2.65 1 76 1 0.8 55 31 35 10 860 1.38 2
32 1 2 42 32 120 13 1800 1.86 1 77 0 1 50 32 50 10 750 2.25 2
33 1 1 66 53 43 13 672 3.2 1 78b 1 1 87 17 20 6 650 2.11 2
34 1 3 110 70 130 13 1500 0.95 1 79 1 1.5 80 35 40 10 650 1.36 2
35 1 5 150 35 150 13 2010 2.26 1 80 1 2 40 28 20 10 350 1.23 2
36b 0 3 165 80 160 13 3000 1.28 1 81b 0 2 95 10 36 10 1200 1.45 2
37 0 7 90 36 90 12.5 1600 2.31 1 82 1 2.5 40 35 25 10 360 0.88 2
38 1 4 90 32 85 12.5 1540 2.1 1 83 1 4 80 32 35 10 600 1.28 2
39 0 1 75 32 150 12 1500 1.65 1 84 1 3 100 50 50 9 750 0.68 2
40b 0 6 100 25 65 12 1230 1.58 1 85b 1 3.5 50 32 45 9 1200 2.32 2
41b 0 1 100 26 65 11 1200 2.36 1 86 1 0.8 50 42 35 8 395 1.33 2
42 1 4 132 34 42 11 500 2.36 1 87 0 1 66 36 65 8 760 1.25 2
43 1 1 160 115 90 11 850 1.5 1 88b 1 3.5 65 20 36 8 760 1.15 2
44 1 1 136 36 55 8 1250 3.24 1 89b 0 4 54 32 94 8 1100 0.68 2
45b 0 3 78 40 100 10 600 2.04 1 90 1 0.8 45 11 8 6 550 1.27 2

a Parameter 1: gender of cases; parameter 2: age of cases; parameters 3-8: concentration of Zn, Fe, Mg, Cu, Ca, and Mn.b Test set.
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2. Sample pretreatment in order to remove exogenous
material.

3. Analysis of hair samples according to the previously
established procedures.

In detail, specimens were washed by 10% scour, followed
by drying at 50°C.

After dissolved in nitric acid, the hair samples were washed
into a colorimetric tube of 10 mL by 5% hydrochloric acid.
Finally, the concentration of elements was assayed by
Inductively Coupling Plasma 400 (ICP) (Perkin Elmer,
U.S.A.).

3.3. PLS, BPNN, and SVM Implementation and Com-
putation Environment. All calculation programs imple-
menting PLS and BPNN were written in M-files in the
MATLAB software. All calculation programs implementing
SVM were written in an R-file based on the R script for
SVM.26 The scripts were compiled using an R 1.7.1 compiler
running on a Pentium IV PC with 256M RAM.

4. RESULTS AND DISCUSSION

4.1. Feature Selection.The quality of the model largely
depends on the selection of variables which could represent
the information of the interested object. The used variables
should give the maximum of information both in statistics
and in use. That was why the features selection was
performed first in this work.

In the process of choosing features, one of two descriptors
whose pairwise correlation coefficient exceeded 0.90 was
removed to eliminate redundant information. Table 2 shows
the correlation coefficients of these eight variables. The
correlation coefficient value of any two variables is< 0.612,
which means all the variables are independent.

However, some statistic processes were performed on the
eight variables. Table 3 shows the average concentrations
of these six elements in nonanorexic cases comparing with
those in anorexic ones. It should be noted that, among the
six elements, Zn, Fe, Cu, and Mn are generally viewed as
trace elements, while Ca and Mg are not. Therefore, to show
the differences in a more straightforward manner, the average
concentrations in nonanorexic cases were regarded as the
standard 1, while the corresponding ones in anorexic cases

were transformed into a standardized factor, as shown in
Table 3. It can be seen from the table that the concentration
in nonanorexic cases was significantly higher than that in
anorexic cases. It further indicated that the decrease in these
elements had a great diagnostic value in governing the effect
on anorexia. Other factors considered were the subjects’ age
and gender. In Table 4, the average ages of anorexic cases,
of nonanorexic cases, and of the whole data set were
compared. There were significant differences among them.
Table 4 also showed the statistical results of the gender. The
rates of male and female cases were almost the same in the
whole data set, in the anorexic data set, and in the
nonanorexic data set, and “gender “ (parameter 1) was
removed from the model.

Besides the statistical results, another important factor that
should be considered in the process of choosing proper
features was their practical signification. Many studies have
shown that the concentrations of the elements of Zn, Fe, Cu,
Mn, Ca, and Mg play the important role for anorexia.27-29

In general, these concentrations are hardly altered over a
period of several months.5 Consequently, the changes can
represent the state of the health of an individual. Some
experiments have shown that age might also affect the
absorption of trace elements, leading to an eating disorder
and anorexia.30

Therefore, parameters 2-8 (age of cases; concentration
of Zn, Fe, Mg, Cu, Ca, and Mn) were selected as the input
to the models for the early diagnosis of anorexia.

4.2. Results. 4.2.1. Data Processing.Data were prepro-
cessed before building the predicting models. According to
functions (1)-(3) listed below,33 the selected 7 features were
transformed into the standardized dataZi

whereXmax andXmin are the maximum and minimum value
for each featureXi, and the standardized dataZi will be used
to build predicting models below.

4.2.2. Results of Partial Least Squares.For PLS,
selecting an optimal number of latent variables (LV) plays
a key role in obtaining a best result. We calculated the
misclassified samples and training accuracy on LOO cross-
validation on different LV, and the optimal number of LV
was 6. Then, an additional test set was applied to this model
to estimate the generalization performance. The misclassified
numbers in the training set, the test set, and the whole data
set were 31, 11, and 42, respectively, and the accuracy in
three data sets was shown in Figure 3.

Table 2. Correlation Matrix

para1 para2 para3 para 4 para 5 para 6 para 7 para 8

para1 1.000
para2 -0.152 1.000
para3 -0.082 0.158 1.000
para4 0.122-0.127 0.103 1.000
para5 -0.184 0.042 0.452-0.078 1.000
para6 -0.081 0.050 0.127 0.147 0.022 1.000
para7 -0.254 0.137 0.563 0.031 0.612-0.021 1.000
para8 -0.217 -0.052 0.284 -0.141 0.187 0.116 0.141 1.000

Table 3. Concentration of Six Elements in Nonanorexic Cases,
Anorexic Cases, and All Cases

Zn Fe Mg Cu Ca Mn

av concn in all cases
(µg/g)

99.90 45.01 76.92 14.63 1214.95 2.11

av concn in nonanorexic
cases (µg/g)

113.79 48.34 89.82 15.66 1424.11 2.21

av concn in anorexic
cases (µg/g)

69.14 37.64 48.36 12.34 751.82 1.89

standard 1 1 1 1 1 1
standardized factor 0.61 0.78 0.54 0.79 0.53 0.86

Table 4. Statistical Results of the Age and the Gender

whole data
set

anorexic
cases

nonanorexic
cases

average age 3.08 2.28 3.44
rate of male cases and

female cases
48/42) 1.14 15/13) 1.15 33/29) 1.14

hr ) 1
2(Xmax - Xmin)

(1)

cV ) 1
2(Xmax + Xmin )

(2)

Zi ) Xi - cV
hr

(3)
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4.2.3. Results of Back Propagation Neural Network.In
this work, a three-layered feed-forward network was used.
The neurons were arranged in layers (the input layer, the
hidden layer, and the output layer), in which seven neurons
constitute the input layer, one neuron constitutes the output
layer, and the hidden layer contains a variable number of
neurons. The architectures of BPNN with a different number
of neurons in hidden layer should be trained. Besides
neurons, the performance of this neural network is also
affected by other parameters, such as learning rate and
momentum term.

Since it is difficult to choose the optimal value of these
three parameters, it is necessary to train networks with a
different value of them and choose the best configuration in
practice. Networks with hidden nodes ranging from 1 to 10,
a learning rate ranging from 0.1 to 0.9, and a momentum
term ranging from 0.1 to 0.9 were tested. All weights were
initialized to random values between-0.1 and 0.1. Through
the above process, it was found that the network consisting
of two hidden nodes usually gave the best classification
performance on the LOO cross-validation in the training set,
and the optimal learning rate and the momentum term were
selected as 0.6 and 0.4, respectively.

From the best network, the inputs of the independent test
set were presented with it, and the results of BPNN were
obtained. The misclassified number in the training set, the
test set, and the whole data set were 19, 8, and 27,
respectively, and the corresponding accuracy was shown in
Figure 3.

4.2.4. Results of Support Vector Machine.The quality
of the SVM models depends on the kernel type, various
parameters that control the kernel shape. Using a quadratic
programming algorithm, SVM offers a unique maximal
separation hyperplane. As other multivariate statistical
models used in chemometrics, there are no clear guidelines
for selecting the optimum set of theoretical parameters and
decision function (kernel type and associated parameters).
Therefore, the only practical way of finding an optimally
predictive SVM model is through extensive experiments.

In this work, SVM training included the selection of
capacity parameterC, the corresponding parameters of the
kernel function.

Capacity parameterC is a regularization parameter that
controls the tradeoff between maximizing the margin and
minimizing the training error. IfC is too small, then
insufficient weight will be placed on fitting the training data.
If C is too large, then the algorithm will overfit the training
data. However, ref 31 indicats that the prediction error was
scarcely influenced by C. To make the learning process
stable, a large value should be set up forC first (e.g,C)100).

To select the type of kernel function, which determines
the sample distribution in the mapping space, many studies
indicated that the radial basis function is commonly used
because of its good general performance and few parameters
to be adjusted.32 Therefore, in this work, the radial basis
function (RBF) was used, the form of which in R is as
follows

whereγ is a parameter of the kernel and u and v are two
independent variables.

The γ of kernel function greatly affects the number of
support vectors, which has a close relation with the perfor-
mance of the SVM and training time. Too many support
vectors can produce overfitting and make the training time
longer. Theγ also controls the amplitude of the RBF function
and, therefore, controls the generalization ability of SVM.
Thus, to find the optimal parameterγ, experiments were
performed using a different value ofγ with the LOO
procedure using the same training set used in PLS and
BPNN. For the training data set, the first group of models,
parameterγ was set in the range of 0.02 to 0.045 with 0.001

Figure 1. Training accuracy versus value of gamma from 0.02 to
0.045.

Figure 2. Training accuracy versus value ofC from 50 to 1000.

Figure 3. Comparison of the accuracy by PLS, BPNN, and SVM.
exp(-γ* |u-v|2)
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increment andC ) 100. The plot ofγ versus training
accuracy is shown in Figure 1. As can been seen from the
figure, whenγ was 0.031, 0.032, 0.033, 0.034, and 0.035,
the training accuracy reached the peak, and their correspond-
ing SVs were 21, 22, 22, 23, and 23, respectively. The low
number of support vectors prompted the selection of 0.031
as the optimal value of the gamma.

In addition, to test the effect ofC, the second group of
models using the same training data set were obtained with
capacity parameterC from 50 to 1000, every 50 and a certain
γ ) 0.031. The curve of training accuracy andC value was
shown in Figure 2. It can be seen from it that the selection
of parameterC has some influence on the performance. The
optimalC was found as 100 with a highest training accuracy
of 88.05%.

The best choices forC andγ of the SVM were 100 and
0.031, with the support vector number of 21. The test set
was presented using the SVM model. The SVM gave the
misclassified number of 8 for the training set, 3 for the test
set, and 11 for the whole data set, and the corresponding
accuracy was also shown in Figure 3.

4.2.5. Comparison of the Three Classifiers.Figure 3
gives the comparison between the methods PLS, BPNN, and
SVM. From the figure, it can be seen that the results of the
SVM is the best one both on the LOO cross-validation of
the training set and on the test set. It indicates that the SVM
has the better generalization ability.

Another aspect that should be noted is the misclassified
samples. According to the obtained results, it can be found
that the samples “29” and “76” in the training set and
the samples “1”, “4”, and “6” in the test set were misclas-
sified by all the methods. It can be presumed that these
samples could be mislabeled and need to be determined
further.

5. CONCLUSION

In the present work, seven features, including the age and
the concentration of elements Zn, Fe, Mg, Cu, Ca, and Mn,
were used to build predictive models for the diagnosis of
anorexia by the use of PLS, BPNN, and SVM. Compared
with the results obtained by other two methods of PLS and
BPNN, the model using SVM exhibited a better predictive
ability with the minimal misclassified number of 8 for the
training set, 3 for the test set, and 11 for the whole data set.
It showed that the SVM method based on selected features
can be used as a valid monitor and preventive tool for the
diagnosis of anorexia before overt symptoms appear. More
importantly, SVM was shown to be a very promising tool
for classification due to the embodying of the structural risk
minimization principle which minimizes an upper bound of
the generalization error rather than minimizes the training
error. This eventually leads to better generalization than
neural networks which implement the empirical risk mini-
mization principle. At the same time, the neural network may
not converge to global solutions. In addition, there are fewer
free parameters to be adjusted in the SVM, which made the
model selecting process easy to be controlled. Therefore, the
SVM is a very effective machine learning technique for many
aspects and will gain more extensive application.
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