Quiz #2: Kernel Methods for Machine

Learning

Problem 1

Let X be a set.

1. Give the definition of a positive definite (p.d.) kernel on X

2. If K; and K, are p.d. kernels on X', show that K = K; + K5 is p.d. on
X

3. If Ky is a p.d. kernel on X and A € R*, show that K = AKj is p.d. on
X

4. Are the following kernels p.d.? And why?

e For any A":
Ve, o' e X, Ki(z,2')=C,

for a constant C € R.

e For X =R:
Vo, o' € R, Ky(z,2') = e+ .

e For X = R*:

Vo, 2" € RT,  Ki(r,2') = min(z,2).
e For X =R:

Ve, o' e R, Ky(z,2") = min(z, 2') .
e For X =R™:

Vo, € RT, Kj(z,2') = max(x,2’).

Solutions:

1. There are many answers to this question.
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Definition 1. A p.d. kernel on a set X is a function K : X x X — R that
is symmetric:
Vo, e X, K(z,2') =K', z),

and that satisfies: Vn € N,Vzq,...,2, € X,Vaq,...,a, € R, it holds that

ZZ&ZQJ x,,xj )>0.

i=1 j=1

Or equivalently, Vn € N, Vzy, ..., x, € X, the Gram matrix K is a symmetric,
positive semi-definite matrix.

Definition 2. Due to Aronszajn’s theorem, a kernel is p.d. over X if and
only if there exists a Hilbert space H and a mapping ® : X — H such that,
Vo, 2" € X:

K(z,2') = ®(z) " ®(2).

2. It is trivial that K is symmetric. Vn € N,Vzq, ..., 2, € X, Vaq,...,q, €
R

Y

n n
E 5 ;o K (g, %)) E 5 ;o K (4, 7 —i—E E ;o Ko (2, )

=1 j=1 i=1 j=1 =1 j=1
>0,
since K; and K5 are p.d. kernels. K is therefore p.d. by definition.

3. It is trivial that K is symmetric. Vn € N,Vzq,..., 2, € X, Vaq,...,q, €
R

Y

Z Z a;o; K (z,x5) = A Z Z o K (24, 25)

i=1 j=1 i=1 j=1
>0,

since K7 is p.d. and A > 0. K is therefore p.d. by definition.
4.

e K is p.d. if and only if C' > 0. By definition, it is trivial that K; is
symmetric. Vn € N,Vzq,...,x, € X,Vaq,...,a, € R,

- >0 ifC >0,
33 aastitnn) -0 (Sa) { 20 5620

=1 j=1



e K, is p.d. By definition, Ky(z,2") = ®(z) - ®(2') where &(z) = €”.

e K3isp.d. The symmetry is trivial. Now we show that, Vvn € N, Vzy,... 2, €

R, the Gram matrix
K = [min(z;, ;)]ij=1..

is a positive semi-definite matrix. This is equivalent to showing that all
the eigenvalues of K are non-negative, or equivalently that the deter-
minants of all leading principle minors of K are non-negative. Without

loss of generality, we may assume that 0 < z; <--- < z,, we have
ry 1 - I xy
ry T2 - X2 X2
K=
Ty T2 - Tp-1 Tp-1
L 1 T2 + Tp-—1 T i

Let us first show that det(K) > 0. In fact,

1 0 0 0
Ty T9g —Xp -+ - 0 0
det(K) = det
Ty T2 —T1  Tp_1 — Tp-2 0
| T1 T2 — X1 Tp-1— Tn-2 LTn — Tn-1 |
n
=T H(Z‘z - xi—l) )
i=2

where the determinant of K remains the same when we sequentially
subtract the (n—1)-th from the n-th column, then subtract the (n—2)-
th column from the (n — 1)-th column, ..., until finally we subtract the
first column from the second column. Since we have assumed that
0<xz <.+ <x,, we know det(K) > 0.

Using mathematical induction on all the leading principle minors of K,
we know K is a positive semi-definite matrix. Therefore K3 is p.d.

e K, is not p.d. Similarly to the reasoning for K3, we know that, Va; <
s < xp, det(K) = 21 [[_o(2; — 2;-1), which can be negative if z; < 0.
Alternatively, you may reason with a counterexample using a particular
set of x;’s.



e K5 is not p.d. Similarly to the reasoning for K3, we know that, Vax; >
cor >, >0, det(K) = 2 [[_, (2 —2;-1), which can be negative if n is
an even number. Alternatively, you may reason with a counterexample
using a particular set of z;’s.

Problem 2

Let K be a p.d. kernel on a set X', and ® : X — F a mapping to a Hilbert
space F (i.e., a “feature space”) such that

Vo, o' € X, K(z,2')=&(x) ®).
Let dig : X x X — R be the distance in the feature space, i.e.,
Voo € X, di(a,a) = || B(z) — 0(2')|.

1. For any z, 2" € X, show that we can compute dg (z,z’) using K only (i.e.,
without ®).

2. Application: take X =R and K(z,2') = e~ (@2 compute di(1,2).

3. Show that —d% is conditionally positive definite, that is: Vn € N,
Vai,...,z, € X, Vaq,...,a, € Rsuch that > | o; = 0, it holds that

n n
Z Z O./iO./de({Bi, l’j)Q S O .
i=1 j=1

4. Given a set of n points S = (z1,...,x,) € X", let mg be their barycenter
in the feature space, i.e.,

1
ms =~ ; d(x;).
e Show that the function Kg: X x X — R defined as
Vo, o' € X, Ks(w,a') = (®(z) —ms) " (D(2') — ms)
is a p.d. kernel on X.

e For any z,2' € X, express Ks(x,z') using only the kernel K (i.e.,
without ® or m).



e Let K and K be the Gram matrices of K and Ks on S (i.e., the n xn
matrices such that [K];; = K(x;,x;) and [Ks|;; = Ks(z;,2;)). Find an
n X n matrix A such that

Ks = AKA .

Solutions:
1. By definition,

\/||<I> (@) ||

—\/ )) (®(x) — (a")) (1)
:\/K (x,x —l—K(az‘,x)—QK(x,a;’).

2. By , we have
di(1,2) = Ve 01?4 =222 _ 26-(1-2)> = \/2 — ¢~

3. By and K p.d., Vn € N, Vay,...,2, € X, Voq,...,a, € R such that
>, a; =0, it holds that

Z Z OéiOéde((L’Z‘, $j>2

i=1 j—1

—ZZ&Z% (@i, ;) + K (25, 2;) — 2K (2, 25))

i=1 j=1

_ <J§n; aj> (i aiK(:v,-,mi)> + (zn; ozi) (Ji oK (2;, ;) ) = 222@ o K

=1 j=1

ZL‘Z,IJ

—— — ~~
=0 =0 >0

<0.
4.

e Denote by &5 : X — F the mapping defined by ®s(z) = ®(x) — ms,
we have
Vo, o' € X, Ks(x,2') = ®s(x) Os(z').

Therefore, Kgs is p.d. by definition.
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e Plugging the definition of mg into Kgs, we have
Ks(z,2') = (‘I)(x) - > q’(%)) <‘I’(l’/) - > CI)(xj))
i=1 j=1

:K(xw’)_%ZK(x,Ij)—%ZK(;E”%)+%ZZK(@,$]~).
j=1 i=1

i=1 j=1

o Let &, ®s be the feature matrix corresponding to K, Kgs respectively,

le.

K=®d", Ks=&sP;,
where ® = (®(21)|...|®(x,))" whose row vectors consist of the feature
vectors of x1, ..., z,, and similarly for ®s. Denote by 1 the nxn matrix

of 1’s, it is easy to verify that
1 1
b= —1P = (I——l)@.
n n

Denote by

nxn

we have AT = A and

Ks = ®sP; = A®PP A = AKA.



