MVA "Kernel methods"
Homework 4

Jean-Philippe Vert
Due March 16, 2011

1 Splines

Let H = (5 ([0, 1]) be the set of twice continuously differentiable functighs
[0,1] — R, andH; C H be the set of functiong € H that satisfy:

f(0) = f(0) =0.

1.1. Show thatH,; endowed with the norm:

1
112, = / £(1)2dt

is a reproducing kernel Hilbert space (RKHS), and compute the reproducing ker-
nel K.

1.2.Let H, be the set of affine functions: [0, 1] — R (i.e., the functions that
can be written ag(x) = ax + b, with a, b € R). Show thatH, endowed with the
norm:

1f 17, = £(0)° + £/(0)*

is a RKHS and compute the corresponding kerkigl
1.3. Deduce that{ endowed with the norm:

1713 = / P87t + F(0) + f/(0)?

is a RKHS and compute the reproducing kerfiel



l4. Let0 <z <...<uz, <land(y,...,y,) € R™ Inorder to estimate
a regression functiorf : [0,1] — R, we consider the following optimization
problem:

n

.1 2 1//2
%gggyf@»—%>+§éf<wﬁ. (1)

Show that any solution of (1) can be expanded as:
flz) = Z%KH(%J) + b + Po,
=1
with a = (ay,...,a,) € R"etB = (B, A1) € R,

1.5.Let I be then x n identity matrix,M be the square x n matrix defined
by:

A[__{Kﬂmwﬂ sii # j,
Y Ky (@, ) 0 sid= g,
T be then x 2 matrix:
1 o
T=1:: |,
1 =z,

andy = (y1,...,9.)".
Show thaio and3 satisfy:

{T’a =0,
Ma+TB=y.
1.6. Deduce thatx and3 are given by:
{a — M ([ T (T'MT) ! T’M—l) v,
B=(T"M'T)" " T'"M'y.
1.7.Show that
o f€Cy([0,1]);
e fisapolynomial of degregon each intervalz;, =, fori = 1,...,n—1;
e fis an affine function on both intervalg, ;] and[z,,, 1] .

f is called aspline



2 More kernels...

Are the following functions positive definite kernels?

1

2 — e llz=yl?

Ve,y e RP,  Ky(x,y) =

Ve,y € R, Ks(z,y) =max (0,1 — |z —y|)



