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Due March 16, 2011

1 Splines

Let H = C2 ([0, 1]) be the set of twice continuously differentiable functionsf :
[0, 1] → R, andH1 ⊂ H be the set of functionsf ∈ H that satisfy:

f(0) = f ′(0) = 0.

1.1. Show thatH1 endowed with the norm:

‖ f ‖2
H1

=

∫ 1

0

f ′′(t)2dt

is a reproducing kernel Hilbert space (RKHS), and compute the reproducing ker-
nelK1.

1.2.Let H2 be the set of affine functionsf : [0, 1] → R (i.e., the functions that
can be written asf(x) = ax + b, with a, b ∈ R). Show thatH2 endowed with the
norm:

‖ f ‖2
H2

= f(0)2 + f ′(0)2

is a RKHS and compute the corresponding kernelK2.
1.3. Deduce thatH endowed with the norm:

‖ f ‖2
H =

∫ 1

0

f ′′(t)2dt + f(0)2 + f ′(0)2

is a RKHS and compute the reproducing kernelK.
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1.4. Let 0 < x1 < . . . < xn < 1 and(y1, . . . , yn) ∈ Rn. In order to estimate
a regression functionf : [0, 1] → R, we consider the following optimization
problem:

min
f∈H

1

n

n∑
i=1

(f (xi)− yi)
2 + λ

∫ 1

0

f ′′(t)2dt. (1)

Show that any solution of (1) can be expanded as:

f̂(x) =
n∑

i=1

αiK1(xi, x) + β1x + β2,

with α = (α1, . . . , αn)′ ∈ Rn etβ = (β0, β1)
′ ∈ R2.

1.5. Let I be then× n identity matrix,M be the squaren× n matrix defined
by:

Mi,j =

{
K1(xi, xj) si i 6= j,

K1(xi, xj) + nλ si i = j,

T be then× 2 matrix:

T =

 1 x1
...

...
1 xn

 ,

andy = (y1, . . . , yn)′.
Show thatα andβ satisfy:{

T ′α = 0,

Mα + Tβ = y.

1.6. Deduce thatα andβ are given by:{
α = M−1

(
I − T (T ′M−1T )

−1
T ′M−1

)
y,

β = (T ′M−1T )
−1

T ′M−1y.

1.7. Show that

• f̂ ∈ C2 ([0, 1]);

• f̂ is a polynomial of degree3 on each interval[xi, xi+1] for i = 1, . . . , n−1;

• f̂ is an affine function on both intervals[0, x1] and[xn, 1] .

f̂ is called aspline.
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2 More kernels...

Are the following functions positive definite kernels?

∀x, y ∈ Rp, K2(x, y) =
1

2− e−‖x−y ‖2

∀x, y ∈ R, K3(x, y) = max (0, 1− |x− y|)
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