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1	  body	  =	  100	  trillions	  cells	  
1	  cell	  =	  6	  billions	  ACGT	  in	  DNA	  



Human genome project 
(1990-2003) 

-  Goal: sequence the 3,000,000,000 base 
pairs of the human genome	

-  Consortium of 20 laboratories, 6 countries	

-  13 years, $3,000,000,000 	




The	  second	  revoluGon	  



A flood of omics data 

Genome 

Interactome 

Mutations 
Structural variations 

Smoothing parameter chosen to maximize agreement with breakpoint annotations, to learn breakpoints on other chromosomes

position/1e+07

Lo
gR

at
io

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

−2.0

−1.5

−1.0

−0.5

0.0

0.5

1.0

1

●

●

●
●●
●

●
●●
●

●
●
●

●●●
●●

●

●●
●

●
●
●
●
●

●

●

●●●
●●

●

●

●
●●

●

●
●●●
●

●

●
●
●
●
●

●

●

●
●
●
●

●

●●
●
●
●

●

●●●
●
●

●

●
●

●

●

●
●
●●
●

●
●
●

●
●
●
●●

●●

●
●●

●
●
●●●●
●

●

●●
●●●
●
●●
●

●

●

●

●

●

●
●
●
●

●
●●

●

●
●
●

●

●
●

●

●●
●●

●
●
●
●
●
●
●
●
●
●●
●

●

●

●
●
●
●

●
●
●

●
●●
●
●

●

●

●

●
●●

●
●

●

●
●
●
●

●

●

●
●

●

●

●

●
●●

●

●●

●
●
●●●●
●●
●
●

●
●
●●●●
●
●
●
●

●

●
●
●
●

●●
●●●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●●●
●

●

●

●

●

●●

●

●

●

●●

●
●

●
●●
●
●
●
●
●
●

●

●

●

●
●●

●
●
●●●

●

●

●●●
●

●
●

●

●
●●●

●●●

●
●●●●

●
●●
●
●
●

●

●

●

●

●
●●
●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●

●●

●

●

●
●

●

●

●

●

●●
●
●
●●●
●

●●

●

●

●

●●

●

●
●
●

●

●
●
●
●

●
●

●
●

●
●●●

●●●

●

●

●
●

●
●
●●●●

●
●●
●
●
●●
●

●

●●

●

●

●
●
●●
●
●

●
●●

●

●

●

●●
●

●

●●●

●

●

●

●

●

●

●

●

●
●●
●

●
●●
●

●
●
●

●●●
●●

●

●●
●

●
●
●
●
●

●

●

●●●
●●

●

●

●
●●

●

●
●●●
●

●

●
●
●
●
●

●

●

●
●
●
●

●

●●
●
●
●

●

●●●
●
●

●

●
●

●

●

●
●
●●
●

●
●
●

●
●
●
●●

●●

●
●●

●
●
●●●●
●

●

●●
●●●
●
●●
●

●

●

●

●

●

●
●
●
●

●
●●

●

●
●
●

●

●
●

●

●●
●●

●
●
●
●
●
●
●
●
●
●●
●

●

●

●
●
●
●

●
●
●

●
●●
●
●

●

●

●

●
●●

●
●

●

●
●
●
●

●

●

●
●

●

●

●

●
●●

●

●●

●
●
●●●●
●●
●
●

●
●
●●●●
●
●
●
●

●

●
●
●
●

●●
●●●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●●●
●

●

●

●

●

●●

●

●

●

●●

●
●

●
●●
●
●
●
●
●
●

●

●

●

●
●●

●
●
●●●

●

●

●●●
●

●
●

●

●
●●●

●●●

●
●●●●

●
●●
●
●
●

●

●

●

●

●
●●
●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●

●●

●

●

●
●

●

●

●

●

●●
●
●
●●●
●

●●

●

●

●

●●

●

●
●
●

●

●
●
●
●

●
●

●
●

●
●●●

●●●

●

●

●
●

●
●
●●●●

●
●●
●
●
●●
●

●

●●

●

●

●
●
●●
●
●

●
●●

●

●

●

●●
●

●

●●●

●

●

●

●

●

●

●

●●●
●●

●

●

●
●●

●

●
●●●
●

●

●
●
●
●
●

●

●

●
●
●
●

●

●●
●
●
●

●

●●●
●
●

●

●
●

●

●

●
●
●●
●

●
●
●

●
●
●
●●

●●

●
●●

●
●
●●●●
●

●

●●
●●●
●
●●
●

●

●

●

●

●

●
●
●
●

●
●●

●

●
●
●

●

●
●

●

●●
●●

●
●
●
●
●
●
●
●
●
●●
●

●

●

●
●
●
●

●
●
●

●
●●
●
●

●

●

●

●
●●

●
●

●

●
●
●
●

●

●

●
●

●

●

●

●
●●

●

●●

●
●
●●●●
●●
●
●

●
●
●●●●
●
●
●
●

●

●
●
●
●

●●
●●●

●

●
●

●

●

●

●

●

●●
●

●

●

●

●

●●●
●

●

●

●

●

●●

●

●

●

●●

●
●

●
●●
●
●
●
●
●
●

●

●

●

●
●●

●
●
●●●

●

●

●●●
●

●
●

●

●
●●●

●●●

●
●●●●

●
●●
●
●
●

●

●

●

●

●
●●
●

●
●

●
●

●

●

●

●

●

●
●

●
●

●

●

●●

●

●

●
●

●

●

●

●

●●
●
●
●●●
●

●●

●

●

●

●●

●

●
●
●

●

●
●
●
●

●
●

●
●

●
●●●

●●●

●

●

●
●

●
●
●●●●

●
●●
●
●
●●
●

●

●●

●

●

●
●
●●
●
●

●
●●

●

●

●
●

●●
●
●
●
●●

●

●●
●

●●
●
●

●

●

●

●●
●

●

●●●

●

●

●

●

●

●●
●
●●●●●●●

0 5 10 15 20

2

●

●

●

●●

●

●

●
●●

●

●●
●

●
●
●

●
●
●
●

●

●

●●
●●
●

●

●

●
●
●●
●
●●
●

●

●
●

●

●

●●
●

●●

●
●
●●
●●●
●
●●

●
●●
●●
●

●

●●●●●●

●

●●●
●
●●

●

●

●
●

●
●●
●
●●

●●

●●

●
●
●●●

●
●
●
●
●

●

●

●
●
●●●●
●

●
●

●●

●

●●

●
●

●

●

●
●

●●
●●●●●
●●●
●●
●

●
●

●
●

●
●

●
●
●

●
●
●

●
●●●

●●

●
●●

●

●●

●

●
●

●

●

●
●
●
●
●●●●

●
●

●
●

●

●

●

●●
●●●
●
●●

●
●●●
●
●

●
●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●
●●

●

●●
●

●
●
●

●
●
●
●

●

●

●●
●●
●

●

●

●
●
●●
●
●●
●

●

●
●

●

●

●●
●

●●

●
●
●●
●●●
●
●●

●
●●
●●
●

●

●●●●●●

●

●●●
●
●●

●

●

●
●

●
●●
●
●●

●●

●●

●
●
●●●

●
●
●
●
●

●

●

●
●
●●●●
●

●
●

●●

●

●●

●
●

●

●

●
●

●●
●●●●●
●●●
●●
●

●
●

●
●

●
●

●
●
●

●
●
●

●
●●●

●●

●
●●

●

●●

●

●
●

●

●

●
●
●
●
●●●●

●
●

●
●

●

●

●

●●
●●●
●
●●

●
●●●
●
●

●
●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●
●●
●●●●●●●
●●
●
●
●
●●
●
●●
●

●

●
●

●

●

●●
●

●●

●
●
●●
●●●
●
●●

●
●●
●●
●

●

●●●●●●

●

●●●
●
●●

●

●

●
●

●

●

●●
●
●●

●●

●●

●
●
●●●

●
●
●
●
●

●

●

●
●
●●●●
●

●
●

●●

●

●●

●
●

●

●

●
●

●●
●●●●●
●●●
●●
●

●
●

●
●

●
●

●
●
●

●
●
●

●
●●●

●●

●
●●

●

●●

●

●
●

●

●

●
●
●
●
●●●●

●
●

●
●

●

●

●

●●
●●●
●
●●

●
●●●
●
●

●
●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●●
●●●●
●●●

●

●●●
●

●

0 5 10 15 20

3

●
●
●●
●
●●●

●
●

●

●●

●

●
●

●

●
●
●●
●
●

●

●
●

●

●
●●
●●

●●●

●
●

●

●●●
●●
●●

●●●●

●●●●

●●

●
●●
●●
●●●
●
●●
●
●
●

●
●●

●

●
●

●
●

●

●●
●
●●

●

●
●
●●

●●

●

●

●

●

●

●
●

●●
●●
●

●

●

●
●●

●

●

●
●

●

●

●

●

●●
●

●

●
●●●
●●

●

●●●
●

●
●
●
●

●
●

●

●

●

●

●●
●

●

●

●
●●
●
●

●
●

●

●●●●

●

●

●
●

●
●
●●
●
●●●

●
●

●

●●

●

●
●

●

●
●
●●
●
●

●

●
●

●
●
●●
●●

●●●

●
●

●

●●●
●●
●●

●●●●

●●●●

●●

●
●●
●●
●●●
●
●●
●
●
●

●
●●

●

●
●

●
●

●

●●
●
●●

●

●
●
●●

●●

●

●

●

●

●

●
●

●●
●●
●

●

●

●
●●

●

●

●
●

●

●

●

●

●●
●

●

●
●●●
●●

●

●●●
●

●
●
●
●

●
●

●

●

●

●

●●
●

●

●

●
●●
●
●

●
●

●

●●●●

●

●

●
●

●
●
●●
●
●●●

●
●

●

●●

●

●
●

●

●
●
●●
●
●

●

●
●

●
●
●●
●●

●●●

●
●

●

●●●
●●
●●

●●●●

●●●●

●●

●
●●
●●
●●●
●
●●
●
●
●

●
●●

●

●
●

●
●

●

●●
●
●●

●

●
●
●●

●●

●

●

●

●

●

●
●

●●
●●
●

●

●

●
●●

●

●

●
●

●

●

●

●

●●
●

●

●
●●●
●●

●

●●●
●

●
●
●
●

●
●

●

●

●

●

●●
●

●

●

●
●●
●
●

●
●

●

●●●●

●

●

●
●

0 5 10 15

4

●

●

●
●●●

●●●●

●
●●

●●●●

●

●
●
●
●
●●
●
●
●●
●
●●
●●

●●●

●

●

●

●
●

●

●

●●
●
●●●●●●●●●●

●

●

●

●

●

●●●
●
●●●
●
●

●

●●

●

●

●
●

●●
●
●●
●

●●
●

●●

●

●

●

●

●●
●●
●●●●

●
●

●

●

●
●

●

●●
●
●●
●
●●●●

●

●

●
●●●●
●●●●

●

●
●

●
●

●

●

●
●●●

●●●●

●
●●

●●●●

●

●
●
●
●
●●
●
●
●●
●
●●
●●

●●●

●

●

●

●
●

●

●

●●
●
●●●●●●●●

●

●●
●

●

●

●

●

●●●
●
●●●
●
●

●

●●

●

●

●
●

●●
●
●●
●

●●
●

●●

●

●

●

●

●●
●●
●●●●

●
●

●

●

●
●

●

●●
●
●●
●
●●●●

●

●

●
●

●

●●●
●●●●

●

●
●

●

●

●
●●●

●●●●

●
●●

●●●●

●

●
●
●
●
●●
●
●
●●
●
●●
●●

●●●

●

●

●

●
●

●

●

●●
●
●●●●●●●●

●

●●
●

●

●

●

●

●●●
●
●●●
●
●

●

●●

●

●

●
●

●●
●
●●
●

●●
●

●●

●

●

●

●

●●
●●
●●●●

●
●

●

●

●
●

●

●●
●
●●
●
●●●●

●

●

●
●

●

●●●
●●●●

●

●
●

0 5 10 15

5

●
●

●

●●●●
●●

●

●

●
●

●●

●

●
●

●
●

●

●

●
●●

●

●

●

●
●●
●●

●
●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●
●
●●●

●
●

●

●

●

●

●

●

●
●

●●
●

●

●●
●

●●

●

●
●●
●

●

●

●●●●●●●
●●●

●

●●
●●

●
●

●
●●

●●
●
●

●

●

●●

●
●

●●

●●

●

●
●

●

●

●●

●
●●

●

●●
●

●

●

●

●●●
●

●

●
●
●●
●●
●
●
●

●
●●●●●
●●●
●
●●

●

●

●●
●
●
●●●

●

●
●

●

●

●●

●

●

●

●
●

●

●●●●
●●

●

●

●
●

●●

●

●
●

●
●

●

●

●
●●

●

●

●

●
●●
●●

●
●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●
●
●●●

●
●

●

●

●

●

●

●

●
●

●●
●

●

●●
●

●●

●

●
●●
●

●

●

●●●●●●●
●●●

●

●●
●●

●
●

●
●●

●●
●
●

●

●

●●

●
●

●●

●●

●

●
●

●

●

●●

●
●●

●

●●
●

●

●

●

●●●
●

●

●
●
●●
●●
●
●
●

●
●●●●●
●●●
●
●●

●

●

●●
●
●
●●●

●

●
●

●

●

●●

●

●

●

●
●

●

●●●●
●●

●

●

●
●

●●

●

●
●

●
●

●

●

●
●●

●

●

●

●
●●
●●

●
●

●

●

●

●

●●

●

●
●

●
●

●

●

●

●
●
●●●

●
●

●

●

●

●

●

●

●
●

●●
●

●

●●
●

●●

●

●
●●
●

●

●

●●●●●●●
●●●

●

●●
●●

●
●

●
●●

●●
●
●

●

●

●●

●
●

●●

●●

●

●
●

●

●

●●

●
●●

●

●●
●

●

●

●

●●●
●

●

●
●
●●
●●
●
●
●

●
●●●●●
●●●
●
●●

●

●

●●
●
●
●●●

●

●
●

●

●

●●

●

●

●

5 10 15

6

●
●
●

●

●

●●●●●
●

●●●

●

●

●

●●

●
●●●

●

●●●
●
●

●
●

●

●

●

●
●

●

●

●

●●

●
●
●
●

●

●

●

●

●

●●
●

●

●

●●
●

●

●

●

●
●

●●

●
●

●
●
●●●

●●

●

●
●

●●

●

●
●
●
●
●●
●
●
●

●
●
●
●
●

●●
●●

●●
●●
●
●
●

●

●

●

●
●
●
●●
●

●
●●●
●

●
●

●

●●

●

●

●
●
●

●

●

●●●●●
●

●●●

●

●

●

●●

●
●●●

●

●●●
●
●

●
●

●

●

●

●
●

●

●

●

●●

●
●
●
●

●

●

●

●

●

●●
●

●

●

●●
●

●

●

●

●
●

●●

●
●

●
●
●●●

●●

●

●
●

●●

●

●
●
●
●
●●
●
●
●

●
●
●
●
●

●●
●●

●●
●●
●
●
●

●

●

●

●
●
●
●●
●

●
●●●
●

●
●

●

●●

●

●

●
●
●

●

●

●●●●●
●

●●●

●

●

●

●●

●
●●●

●

●●●
●
●

●
●

●

●

●

●
●

●

●

●

●●

●
●
●
●

●

●

●

●

●

●●
●

●

●

●●
●

●

●

●

●
●

●●

●
●

●
●
●●●

●●

●

●
●

●●

●

●
●
●
●
●●
●
●
●

●
●
●
●
●

●●
●●

●●
●●
●
●
●

●

●

●

●
●
●
●●
●

●
●●●
●

●
●

●

●●

●

●

5 10 15

7

●
●

●
●

●

●

●
●
●
●

●●●●●

●

●
●

●

●●

●●

●

●

●

●
●●

●●
●
●
●

●

●
●●

●

●
●
●
●●
●

●
●●

●

●

●
●
●●

●
●

●●

●

●

●●●●
●●

●

●●

●●

●●
●
●
●

●

●

●
●●●

●

●

●

●

●

●

●
●

●

●

● ●
●

●
●

●
●

●

●

●
●
●
●

●●●●●

●

●
●

●

●●

●●

●

●

●

●
●●

●●
●
●
●

●

●
●●

●

●
●
●
●●
●

●
●●

●

●

●
●
●●

●
●

●●

●

●

●●●●
●●

●

●●

●●

●●
●
●
●

●

●

●
●●●

●

●

●

●

●

●

●
●

●

●

● ●
●

●
●

●
●

●

●

●
●
●
●

●●●●●

●

●
●

●

●●

●●

●

●

●

●
●●

●●
●
●
●

●

●
●●

●

●
●
●
●●
●

●
●●

●

●

●
●
●●

●
●

●●

●

●

●●●●
●●

●

●●

●●

●●
●
●
●

●

●

●
●●●

●

●

●

●

●

●

●
●

●

●

● ●
●

5 10 15

8

●
●
●
●

●●
●
●
●●●

●●●

●

●●●●
●

●

●

●

●

●●

●
●●●
●
●●●●●
●

●

●

●
●

●

●●
●
●
●
●
●
●
●●

●

●

●

●
●●

●

●
●
●

●
●
●
●
●

●
●

●
●
●

●
●

●

●
●●●●●

●
●●
●●

●

●
●

●●
●●

●
●●

●

●

●

●●
●●

●

●

●
●
●
●

●●
●
●
●●●

●●●

●

●●●●
●

●

●

●

●

●●

●
●●●
●
●●●●●
●

●

●

●
●

●

●●
●
●
●
●
●
●
●●

●

●

●

●
●●

●

●
●
●

●
●
●
●
●

●
●

●
●
●

●
●

●

●
●●●●●

●
●●
●●

●

●
●

●●
●●

●
●●

●

●

●

●●
●●

●

●

●
●
●
●

●●
●
●
●●●

●●●

●

●●●●
●

●

●

●

●

●●

●
●●●
●
●●●●●
●

●

●

●
●

●

●●
●
●
●
●
●
●
●●

●

●

●

●
●●

●

●
●
●

●
●
●
●
●

●
●

●
●
●

●
●

●

●
●●●●●

●
●●
●●

●

●
●

●●
●●

●
●●

●

●

●

●●
●●

●

●

2468101214

9

●●
●
●
●
●

●

●●●
●

●●

●●
●
●

●

●

●

●
●●

●
●
●●●

●

●●

●
●

●

●

●

●

●

●

●●

●●

●

●

●

●
●
●●

●
●

●

●
●

●
●●
●
●

●
●●●
●
●

●

●●
●
●
●

●

●

●

●

●

●●●●

●

●●
●

●
●

●●

●

●●
●●

●

●

●
●
●●

●
●

●

●

●●
●
●
●
●

●

●●●
●

●●

●

●●
●
●

●

●

●

●
●●

●
●
●●●

●

●●

●
●

●

●

●

●

●

●

●●

●●

●

●

●

●
●
●●

●
●

●

●
●

●
●●
●
●

●
●●●
●
●

●

●●
●
●
●

●

●

●

●

●

●●●●

●

●●
●

●
●

●●

●

●●
●●

●

●

●
●
●●

●
●

●

●●
●
●
●
●

●

●●●
●

●●

●

●●
●
●

●

●

●

●
●●

●
●
●●●

●

●●

●
●

●

●

●

●

●

●

●●

●●

●

●

●

●
●
●●

●
●

●

●
●

●
●●
●
●

●
●●●
●
●

●

●●
●
●
●

●

●

●

●

●

●●●●

●

●●
●

●
●

●●

●

●●
●●

●

●

●
●
●●

●
●

●

2468101214

10

●

●
●

●
●

●

●

●●●
●

●

●

●

●●●
●●
●●●

●

●
●

●

●

●
●

●

●●

●●
●
●
●●
●

●

●

●●●●
●
●●
●●
●

●

●

●

●

●●
●

●

●

●
●

●

●
●●

●

●
●
●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●●

●
●

●●

●●
●

●

●●●
●

●

●
●

●

●

●

●
●

●
●
●●
●

●

●
●●

●

●

●
●
●
●

●

●

●●●
●

●

●

●

●●●
●●
●●●

●

●
●

●

●

●
●

●

●●

●●
●
●
●●
●

●

●

●●●●
●
●●
●●
●

●

●

●

●

●●
●

●

●

●
●

●

●
●●

●

●
●
●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●●

●
●

●●

●●
●

●

●●●
●

●

●
●

●

●

●

●
●

●
●
●●
●

●

●
●●

●

●

●
●
●
●

●

●

●●●
●

●

●

●

●●●
●●
●●●

●

●
●

●

●

●
●

●

●●

●●
●
●
●●
●

●

●

●●●●
●
●●
●●
●

●

●

●

●

●●
●

●

●

●
●

●

●
●●

●

●
●
●
●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●
●

●●

●
●

●●

●●
●

●

●●●
●

●

●
●

●

●

●

●
●

●
●
●●
●

●

●
●●

●

24681012

11

●

●●●●
●
●
●

●

●

●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●
●●
●
●

●

●
●
●●●

●
●
●
●

●

●

●
●

●●

●
●●●●

●

●

●
●

●

●

●
●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●
●
●●

●

●

●

●
●

●

●●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●●●●
●
●
●

●

●

●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●
●●
●
●

●

●
●
●●●

●
●
●
●

●

●

●
●

●●

●
●●●●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●
●
●●

●

●

●

●
●

●

●●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

● ●

●

●●●●
●
●
●

●

●

●

●

●
●
●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●
●

●
●●
●
●

●

●
●
●●●

●
●
●
●

●

●

●
●

●●

●
●●●●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●
●
●●

●

●

●

●
●

●

●●

●
●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

● ●

24681012

12

●

●

●

●

●
●

●

●

●

●●

●

●

●●

●

●

●

●
●

●●

●

●●
●
●●

●

●

●

●

●●●

●●

●

●●
●
●●

●

●

●

●

●
●

●

●
●
●
●
●
●●

●

●
●
●●●

●
●
●●
●

●●
●

●

●

●

●
●

●

●●●

●

●

●●

●

●
●
●

●

●

●

●

●

●
●
●●
●●

●●
●●●
●

●

●

●

●
●

●

●●

●

●
●●

●

●
●●
●
●
●
●
●

●

●

●

●
●●●

●
●

●
●
●●
●
●

●

●

●

●

●
●
●

●

●
●

●

●
●

●
●●

●

●●●
●

●

●
●
●●

●

●●
●
●
●
●
●
●
●

●

●

●●
●●●
●●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●●

●

●

●

●
●

●●

●

●●
●
●●

●

●

●

●

●●●

●●

●

●●
●
●●

●

●

●

●

●
●

●

●
●
●
●
●
●●

●

●
●
●●●

●
●
●●
●

●●
●

●

●

●

●
●

●

●●●

●

●

●●

●

●
●
●

●

●

●

●

●

●
●
●●
●●

●●
●●●
●

●

●

●

●
●

●

●●

●

●
●●

●

●
●●
●
●
●
●
●

●

●

●

●
●●●

●
●

●
●
●●
●
●

●

●

●

●

●
●
●

●

●
●

●

●
●

●
●●

●

●●●
●

●

●
●
●●

●

●●
●
●
●
●
●
●
●

●

●

●●
●●●
●●

●

●

●

●

●

●

●
●

●

●

●

●●

●

●

●●

●

●

●

●
●

●●

●

●●
●
●●

●

●

●

●

●●●

●●

●

●●
●
●●

●

●

●

●

●
●

●

●
●
●
●
●
●●

●

●
●
●●●

●
●
●●
●

●●
●

●

●

●

●
●

●

●●●

●

●

●●

●

●
●
●

●

●

●

●

●

●
●
●●
●●

●●
●●●
●

●

●

●

●
●

●

●●

●

●
●●

●

●
●●
●
●
●
●
●

●

●

●

●
●●●

●
●

●
●
●●
●
●

●

●

●

●

●
●
●

●

●
●

●

●
●

●
●●

●

●●●
●

●

●
●
●●

●

●●
●
●
●
●
●
●
●

●

●

●●
●●●
●●

●

●

24681012

13

●●
●●
●
●●

●
●

●

●●
●
●●●
●
●

●

●

●

●

●

●
●
●

●
●

●●
●

●●
●
●●
●

●

●
●
●

●
●

●●●●
●

●
●

●

●
●
●

●
●

●

●●
●

●

●
●
●

●

●

●●

●
●
●
●●●
●●●

●

●

●●
●●
●
●●

●
●

●

●●
●
●●●
●
●

●

●

●

●

●

●
●
●

●
●

●●
●

●●
●
●●
●

●

●
●
●

●
●

●●●●
●

●
●

●

●
●
●

●
●

●

●●
●

●

●
●
●

●

●

●●

●
●
●
●●●
●●●

●

●

●●
●●
●
●●

●
●

●

●●
●
●●●
●
●

●

●

●

●

●

●
●
●

●
●

●●
●

●●
●
●●
●

●

●
●
●

●
●

●●●●
●

●
●

●

●
●
●

●
●

●

●●
●

●

●
●
●

●

●

●●

●
●
●
●●●
●●●

●

●

246810

14

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●
●●

●

●

●

●

●●

●

●

●
●

●

●
●
●●
●
●
●●
●●
●
●●
●

●
●

●
●
●
●

●
●

●

●
●●

●

●●
●

●●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●
●●

●

●

●

●

●●

●

●

●
●

●

●
●
●●
●
●
●●
●●
●
●●
●

●
●

●
●
●
●

●
●

●

●
●●

●

●●
●

●●

●

●

●

●

●

●

●
●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●●

●
●●

●

●

●

●

●●

●

●

●
●

●

●
●
●●
●
●
●●
●●
●
●●
●

●
●

●
●
●
●

●
●

●

●
●●

●

●●
●

●●

●

●

●

●

●

●

●
●

●
●

246810

15

●

●●

●

●

●●●●

●

●

●

●●●
●
●
●

●

●

●
●
●●●

●

●
●

●

●●
●●

●●

●
●

●

●
●
●●●

●

●

●●
●●

●
●

●●
●

●●

●
●

●

●●

●
●

●●

●●
●●

●

●

●●

●

●

●●●●

●

●

●

●●●
●
●
●

●

●

●
●
●●●

●

●
●

●

●●
●●

●●

●
●

●

●
●
●●●

●

●

●●
●●

●
●

●●
●

●●

●
●

●

●●

●
●

●●

●●
●●

●

●

●●

●

●

●●●●

●

●

●

●●●
●
●
●

●

●

●
●
●●●

●

●
●

●

●●
●●

●●

●
●

●

●
●
●●●

●

●

●●
●●

●
●

●●
●

●●

●
●

●

●●

●
●

●●

●●
●●

●

246810

16

●

●
●●

●

●●●

●
●●●●
●
●●●

●

●●●

●●●

●
●●
●●
●
●
●

●
●
●●

●

●

●
●

●●
●●●●●●
●●●●●

●

●
●
●●●●

●●●
●●
●

●

●
●

●

●

●

●

●
●●

●

●●●

●
●●●●
●
●●●

●

●●●

●●●

●
●●
●●
●
●
●

●
●
●●

●

●

●

●
●

●

●

●●
●
●●●●
●●●●●

●

●
●
●●●●

●●●
●●
●

●

●
●

●

●

●
●●

●

●●●

●
●●●●
●
●●●

●

●●●

●●●

●
●●
●●
●
●
●

●
●
●●

●

●

●

●
●

●

●

●●
●
●●●●
●●●●●

●

●
●
●●●●

●●●
●●
●

●

●
●

●

2468

17

●

●●

●

●
●
●●

●

●

●

●
●
●

●
●

●

●●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●●●●
●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●
●●

●

●●
●

●
●●●●
●●●

●

●

●

●●

●

●
●

●
●
●

●

●●

●

●
●
●

●

●
●
●

●

●

●
●

●●

●

●
●
●●
●

●●●

●
●●
●
●

●
●
●

●●

●
●

●

●
●

●●

●
●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●
●●

●

●●
●

●
●

●

●●

●

●
●
●●

●

●

●

●
●
●

●
●

●

●●

●

●

●●●
●

●

●

●

●●

●

●

●

●●

●

●
●

●
●
●

●

●●

●

●
●
●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●
●

●

●●

●

●
●
●

●

●

●

●

●

●

●
●

●●

●

●
●
●●
●

●●●

●
●●
●
●

●
●
●

●●

●
●

●

●
●

●●

●
●

●

●●

●

●

●

●

●

●

●
●

●

●
●
●

●

●

●
●●

●

●●
●

●
●

●

●●

●

●
●
●●

●

●

●

●
●
●

●
●

●

●●

●

●

●●●
●

●

●

●

●●

●

●

●

●●

●

●
●

●
●
●

●

●●

●

●
●
●

●
●

●

●

●●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●●●
●

●

●

●

●

●
●

●

●●

●

●
●
●

●

●

●

●

●

●

●
●

●●

●

●
●
●●
●

●●●

●
●●
●
●

●
●
●

●●

●
●

●

●
●

●●

●
●

●

●●

●

●

2468

18

●●
●●

●

●
●
●●●●●●

●
●
●●
●●●
●
●●●

●●

●

●●●
●●●
●

●

●
●
●●

●●●
●
●●
●
●
●

●
●●
●
●●

●
●●●

●

●
●●

●
●

●

●

●
●
●

●●
●●

●

●
●
●●●●●●

●
●
●●

●

●

●
●

●●
●
●●●

●●

●

●●●
●●●
●

●

●
●
●●

●●●
●
●●
●
●
●

●
●●
●
●●

●
●●●

●

●
●●

●
●

●
●

●●
●●

●

●
●
●●●●●●

●
●
●●

●

●

●
●

●●
●
●●●

●●

●

●●●
●●●
●

●

●
●
●●

●●●
●
●●
●
●
●

●
●●
●
●●

●
●●●

●

●
●●

●
●

●
●

1234567

19

●

●
●

●
●
●

●

●

●

●●
●●

●

●
●
●●
●●
●

●●
●

●●

●●
●

●

●
●●

●●●

●●

●

●

●
●

●
●
●

●

●

●

●●
●●

●

●
●
●●
●●
●

●●
●

●●

●●
●

●

●
●●

●●●

●●

●

●

●
●

●
●
●

●

●

●

●●
●●

●

●
●
●●
●●
●

●●
●

●●

●●
●

●

●
●●

●●●

●●

●

12345

20

●

●

●●
●

●

●●

●

●
●
●

●●
●

●
●●●

●

●

●

●

●

●●

●

●
●

●●

●
●●●
●●

●

●
●

●
●

●

●

●

●

●

●

●

●●
●
●

●●

●

●

●●

●

●

●

●

●
●

●

●
●●●

●●
●
●●●●
●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●
●●●

●●
●
●●●●
●

●

●●

●
●

●

●●
●

●

●●

●

●
●
●

●●
●

●
●●●

●

●

●

●

●

●●

●

●
●

●●

●
●●●
●●

●

●
●

●
●

●

●

●

●

●

●

●

●●
●
●

●●

●

●

●●

●

●

●

●

●

●

●
●

●

●
●●●

●●
●
●●●●
●

●

●●

●
●

●

●●
●

●

●●

●

●
●
●

●●
●

●
●●●

●

●

●

●

●

●●

●

●
●

●●

●
●●●
●●

●

●
●

●
●

●

●

●

●

●

●

●

●●
●
●

●●

●

●

●●

●

123456

21

●

●

●

●●

●
●

●

●●

●

●
●

●

●

●
●●

●

●

●

●

●

●

●●●
●

●

●

●●●
●

●●

●

●

●
●●

●

●

●

●●

●
●

●

●●

●

●
●

●

●

●
●●

●

●

●

●

●

●

●●●
●

●

●

●●●
●

●●

●

●

●
●●

●

●

●

●●

●
●

●

●●

●

●
●

●

●

●
●●

●

●

●

●

●

●

●●●
●

●

●

●●●
●

●●

●

●

●
●●

1.52.02.53.03.54.04.5

22

●
●
●

●●

●●
●●
●
●
●
●

●

●

●

●

●

●

●
●
●
●●
●

●
●
●●●

●

●

●
●●

●
●
●
●●●

●
●●

●
●

●

●●●
●●●
●

●

●
●
●
●

●
●

●
●
●

●
●●

●●

●

●
●
●

●●

●●
●●
●
●
●
●

●

●

●

●

●

●

●
●
●
●●
●

●
●
●●●

●

●

●
●●

●
●
●
●●●

●
●●

●
●

●

●●●
●●●
●

●

●
●
●
●

●
●

●
●
●

●
●●

●●

●

●
●
●

●●

●●
●●
●
●
●
●

●

●

●

●

●

●

●
●
●
●●
●

●
●
●●●

●

●

●
●●

●
●
●
●●●

●
●●

●
●

●

●●●
●●●
●

●

●
●
●
●

●
●

●
●
●

●
●●

●●

●

1.52.02.53.03.54.04.55.0

X

●

●●

●

●
●

●

●
●

●

●

●
●
●●

●

●

●

●

●

●●
●

●

●●

●

●
●

●

●●

●

●

●●
●
●

●

●
●

●●●
●●

●

●

●

●

●

●

●

●
●
●

●●

●

●●●

●
●
●
●
●

●●
●
●●

●
●

●
●

●

●

●●

●

●●

●
●

●

●

●●
●
●

●

●

●●

●

●
●

●

●
●

●

●

●
●
●●

●

●

●

●

●

●●
●

●

●●

●

●
●

●

●●

●

●

●●
●
●

●

●
●

●●●
●●

●

●

●

●

●

●

●

●
●
●

●●

●

●●●

●
●
●
●
●

●●
●
●●

●
●

●
●

●

●

●●

●

●●

●
●

●

●

●●
●
●

●

●

●●

●

●
●

●

●
●

●

●

●
●
●●

●

●

●

●

●

●●
●

●

●●

●

●
●

●

●●

●

●

●●
●
●

●

●
●

●●●
●●

●

●

●

●

●

●

●

●
●
●

●●

●

●●●

●
●
●
●
●

●●
●
●●

●
●

●
●

●

●

●●

●

●●

●
●

●

●

●●
●
●

●

2468101214

Y

●

●

●

●

●

●

●

●

●

●

●

●

0.51.01.52.02.5

0.01
100

1e+08

label
breakpoint
normal

Status
● Lots
● Trisomy
● Normal
● Monosomy
● Loss

Outlier
● inlier
● outlier

Epigenome 

Phenome 

Transcriptome 

Publications 



All	  cancers	  are	  different	  



Cancer: different views 



Big data! 
•  http://aws.amazon.com/1000genomes/  



OpportuniGes	  

•  New	  drug	  targets	  and	  therapies	  
– By	  analyzing	  specificiGes	  of	  cancer	  cells	  at	  the	  
molecular	  level	  

•  Precision	  medicine	  
– By	  developing	  predicGve	  models	  for	  diagnosis,	  
prognosis,	  response	  to	  drugs…	  



divergence time. The number of mutations has
been measured in tumors representing progressive
stages of colorectal and pancreatic cancers (11, 16).
Applying the evolutionary clock model to these
data leads to two unambiguous conclusions: First,
it takes decades to develop a full-blown, meta-
static cancer. Second, virtually all of themutations
in metastatic lesions were already present in a
large number of cells in the primary tumors.

The timing of mutations is relevant to our
understanding of metastasis, which is responsible
for the death of most patients with cancer. The
primary tumor can be surgically removed, but the
residual metastatic lesions—often undetectable and
widespread—remain and eventually enlarge, com-
promising the function of the lungs, liver, or other
organs. From a genetics perspective, it would
seem that there must be mutations that convert a
primary cancer to a metastatic one, just as there
are mutations that convert a normal cell to a be-
nign tumor, or a benign tumor to a malignant one
(Fig. 2). Despite intensive effort, however, con-
sistent genetic alterations that distinguish cancers
that metastasize from cancers that have not yet
metastasized remain to be identified.

One potential explanation invokes mutations
or epigenetic changes that are difficult to iden-
tify with current technologies (see section on “dark
matter” below). Another explanation is that meta-
static lesions have not yet been studied in suf-
ficient detail to identify these genetic alterations,
particularly if the mutations are heterogeneous
in nature. But another possible explanation is
that there are no metastasis genes. A malignant
primary tumor can take many years to metasta-
size, but this process is, in principle, explicable
by stochastic processes alone (17, 18). Advanced
tumors release millions of cells into the circula-
tion each day, but these cells have short half-lives,
and only a miniscule fraction establish metastatic
lesions (19). Conceivably, these circulating cells
may, in a nondeterministic manner, infrequently
and randomly lodge in a capillary bed in an organ
that provides a favorable microenvironment for
growth. The bigger the primary tumor mass, the
more likely that this process will occur. In this
scenario, the continual evolution of the primary
tumor would reflect local selective advantages
rather than future selective advantages. The idea
that growth at metastatic sites is not dependent on
additional genetic alterations is also supported by
recent results showing that even normal cells,
when placed in suitable environments such as
lymph nodes, can grow into organoids, complete
with a functioning vasculature (20).

Other Types of Genetic Alterations in Tumors
Though the rate of point mutations in tumors is
similar to that of normal cells, the rate of chro-
mosomal changes in cancer is elevated (21).
Therefore, most solid tumors display widespread
changes in chromosome number (aneuploidy),
as well as deletions, inversions, translocations,
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Fig. 1. Number of somatic mutations in representative human cancers, detected by genome-
wide sequencing studies. (A) The genomes of a diverse group of adult (right) and pediatric (left)
cancers have been analyzed. Numbers in parentheses indicate the median number of nonsynonymous
mutations per tumor. (B) The median number of nonsynonymous mutations per tumor in a variety of
tumor types. Horizontal bars indicate the 25 and 75% quartiles. MSI, microsatellite instability; SCLC,
small cell lung cancers; NSCLC, non–small cell lung cancers; ESCC, esophageal squamous cell carcinomas;
MSS, microsatellite stable; EAC, esophageal adenocarcinomas. The published data on which this figure is
based are provided in table S1C.
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regions of the genome in an apparently random
fashion (28). Thus, at best, methods based on mu-
tation frequency can only prioritize genes for fur-
ther analysis but cannot unambiguously identify
driver genes that are mutated at relatively low
frequencies.

Further complicating matters, there are two
distinct meanings of the term “driver gene”
that are used in the cancer literature. The driver-
versus-passenger concept was originally used to
distinguish mutations that caused a selective
growth advantage from those that did not (29).
According to this definition, a gene that does not
harbor driver gene mutations cannot be a driver
gene. But many genes that contain few or no
driver gene mutations have been labeled driver
genes in the literature. These include genes that
are overexpressed, underexpressed, or epigenet-
ically altered in tumors, or those that enhance
or inhibit some aspect of tumorigenicity when
their expression is experimentally manipulated.
Though a subset of these genes may indeed
play an important role in the neoplastic pro-
cess, it is confusing to lump them all together
as driver genes.

To reconcile the two connotations of driver
genes, we suggest that genes suspected of increas-
ing the selective growth advantage of tumor cells
be categorized as either “Mut-driver genes” or
“Epi-driver genes.” Mut-driver genes contain a
sufficient number or type of driver gene muta-
tions to unambiguously distinguish them from
other genes. Epi-driver genes are expressed aber-

rantly in tumors but not frequently mutated; they
are altered through changes in DNA methyla-
tion or chromatin modification that persist as the
tumor cell divides.

A Ratiometric Method to Identify and
Classify Mut-Driver Genes
If mutation frequency, corrected for mutation
context, gene length, and other parameters, can-
not reliably identify modestly mutated driver
genes, what can? In our experience, the best
way to identify Mut-driver genes is through
their pattern of mutation rather than through
their mutation frequency. The patterns of mu-
tations in well-studied oncogenes and tumor
suppressor genes are highly characteristic and
nonrandom. Oncogenes are recurrently mu-
tated at the same amino acid positions, where-
as tumor suppressor genes are mutated through
protein-truncating alterations throughout their
length (Fig. 4 and table S2A).

On the basis of these mutation patterns rather
than frequencies, we can determine which of the
18,306 mutated genes containing a total of
404,863 subtle mutations that have been recorded
in the Catalogue of Somatic Mutations in Cancer
(COSMIC) database (30) are Mut-driver genes
and whether they are likely to function as onco-
genes or tumor suppressor genes. To be classified
as an oncogene, we simply require that >20% of
the recorded mutations in the gene are at re-
current positions and are missense (see legend to
table S2A). To be classified as a tumor suppres-

sor gene, we analogously require that >20% of
the recorded mutations in the gene are inac-
tivating. This “20/20 rule” is lenient in that all
well-documented cancer genes far surpass these
criteria (table S2A).

The following examples illustrate the value
of the 20/20 rule. When IDH1 mutations were
first identified in brain tumors, their role in tu-
morigenesis was unknown (2, 31). Initial func-
tional studies suggested that IDH1 was a tumor
suppressor gene and that mutations inactivated
this gene (32). However, nearly all of the muta-
tions in IDH1 were at the identical amino acid,
codon 132 (Fig. 4). As assessed by the 20/20
rule, this distribution unambiguously indicated
that IDH1 was an oncogene rather than a tumor
suppressor gene, and this conclusion was even-
tually supported by biochemical experiments
(33, 34). Another example is provided by muta-
tions in NOTCH1. In this case, some functional
studies suggested that NOTCH1 was an onco-
gene, whereas others suggested it was a tumor
suppressor gene (35, 36). The situation could be
clarified through the application of the 20/20
rule to NOTCH1 mutations in cancers. In “liq-
uid tumors” such as lymphomas and leuke-
mias, the mutations were often recurrent and did
not truncate the predicted protein (37). In squa-
mous cell carcinomas, the mutations were not
recurrent and were usually inactivating (38–40).
Thus, the genetic data clearly indicated that
NOTCH1 functions differently in different tumor
types. The idea that the same gene can function

ABD RBD C2 Helical Kinase

CCT BCT-Ag and E1A-binding E4F1 binding 5 aa repeats 

N C

PIK3CA

RB1

N C

1068 aa

928 aa

C
414 aa 

C
213 aa 

IDH1
N

Substrate binding sites 

VHL

N

=  Missense mutation
=  Truncating mutation

Fig. 4. Distribution of mutations in two oncogenes (PIK3CA and IDH1)
and two tumor suppressor genes (RB1 andVHL). The distribution of missense
mutations (red arrowheads) and truncating mutations (blue arrowheads) in rep-
resentative oncogenes and tumor suppressor genes are shown. The data were

collected from genome-wide studies annotated in the COSMIC database (release
version 61). For PIK3CA and IDH1, mutations obtained from the COSMIC database
were randomized by the Excel RAND function, and the first 50 are shown. For RB1
and VHL, all mutations recorded in COSMIC are plotted. aa, amino acids.
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Prognosis 

Diagnosis 

Response to 
drugs 

PredicGve	  
Opportuni-es	  



Supervised machine learning 

Challenges	  
-‐  High	  dimension	  
-‐  Few	  examples	  
-‐  Structured	  data	  
-‐  Efficient	  algorithms	  
-‐  Interpretability	  



Example:	  	  
Breast	  cancer	  prognosGc	  signature	  

(Van	  de	  Vijver	  et	  al	  2002)	  



Two	  signatures	  have	  less	  than	  5%	  
genes	  in	  common…	  
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Prior	  knowledge:	  gene	  network	  

Can	  we	  «	  force	  »	  the	  signature	  to	  be	  «	  coherent	  »	  
with	  a	  known	  network?	  



Example:	  the	  graph	  lasso	  
•  Step	  1:	  Using	  the	  network,	  define	  a	  subset	  of	  
«	  candidate	  »	  signatures	  

•  Step	  2:	  Among	  the	  candidates,	  find	  the	  best	  
signature	  to	  explain	  the	  data	  

(Jacob	  et	  al	  2009)	  



Classical signature 



The	  graph	  lasso	  signature	  



Example:	  
Pharmacogenomics	  /	  Toxicogenomics	  



Crowd-‐sourcing	  iniGaGves	  



DREAM8	  challenge	  (jun-‐sep	  2013)	  

Genotypes	  from	  the	  1000	  genome	  project;	  RNASeq	  from	  the	  Geuvadis	  project	  



Our	  approach	  

cell line descriptors

drug descriptors

Kcell

kernelized
Kdrug

kernel
bilinear

regression
f̂

jeudi 7 novembre 13



Cell	  line	  descriptors	  (30	  kernels)	  Cell line data integration

Covariates
. linear kernel

SNPs
. 10 gaussian 

kernels

RNA-seq
. 10 gaussian 

kernels

}
Integrated kernel

mercredi 6 novembre 13



Chemical	  descriptors	  (49	  kernels)	  

•  Descriptors	  of	  chemical	  structures	  
•  MulGtask	  kernels	  
•  Empirical	  correlaGon	  
•  Integrated	  kernel	  

Multi-task drug kernels

1 Dirac
2 Multi-Task
3 Feature-based
4 Empirical
5 Integrated

Empirical correlation
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Learning	  occurs…	  
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Conclusion	  

•  Lots	  of	  data	  due	  to	  
technological	  
progress	  

•  Opportuni9es:	  
precision	  medicine,	  
quanGtaGve	  biology	  

•  Challenges:	  	  	  	  
«	  small	  N	  »,	  weak	  
signal,	  complex	  
systems	  


